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Preface

In recent years epidemiology has become an increasingly important approach in both public health and clinical practice.
Epidemiology is the basic science of disease prevention and plays major roles in the development and evaluation of public
policy as well as in social and legal arenas. Together with laboratory research, epidemiology is now used to identify
environmental and genetic risk factors for disease and to shed light on the mechanisms involved in the pathogenesis of
different diseases. The heightened media attention that epidemiology has recently received has major implications for health
care providers and policy makers as well as for epidemiologists. As a result of this scrutiny, the approaches, methodology,
and uses of epidemiology have garnered increasing interest from an ever-broadening group of professionals in different
disciplines as well as from the public at large.

This book is an introduction to epidemiology and to the epidemiologic approach to problems of health and disease. The basic
principles and methods of epidemiology are presented together with many of the applications of epidemiology to public health
and clinical practice.

The fourth edition of this book retains the organization and structure of the previous editions, which consisted of three
sections. Section | focuses on the epidemiologic approach to understanding disease and to developing the basis for
interventions designed to modify and improve its natural history. Chapter 1 provides a broad context and perspective for the
discipline, and Chapter 2 discusses how disease is transmitted and acquired. Chapters 3 and 4 [Chapter 3] [Chapter 4]
present the measures we use to assess the frequency and importance of disease, and demonstrate how these measures
are used in disease surveillance—one of the major roles of epidemiology in public health. Chapter 3 discusses measures of
morbidity, and Chapter 4 , measures of mortality. Chapter 5 addresses the critical issue of how to distinguish persons who
have a disease from those who do not, and how to assess the quality of the diagnostic and screening tests used.

Once persons who have a certain disease have been identified, how do we characterize the natural history of their disease in
quantitative terms? Such characterization is essential if we are to identify any changes that take place over time in survival
and severity, or changes that result from preventive or therapeutic interventions ( Chapter 6 ). Because our ultimate objective
is to improve human health by modifying the natural history of disease, the next step is to select an appropriate and effective
intervention—a selection that ideally is made using the results of randomized trials of prevention and treatment (Chapters 7
and 8 [Chapter 7] [Chapter 8] ).

Section Il deals with the use of epidemiology to identify the causes of disease. Chapter 9 discusses the design of cohort
studies and Chapter 10 introduces case-control, nested case-control, case-cohort, case-crossover, and cross-sectional
studies. Chapters 11 and 12 [Chapter 11] [Chapter 12] discuss how the results of these studies are used to estimate risk. We
do so by determining whether there is an association of an exposure and a disease as reflected by an increase in risk in
exposed persons. After a brief review ( Chapter 13 ), Chapter 14 discusses how we move from such evidence of an
association to answering the important question: Does the association reflect a causal relationship? In so doing, it is critical to
take into account issues of bias, confounding, and interaction, which are discussed in Chapter 15 . Chapter 16 describes the
use of epidemiology, often in conjunction with molecular biology, to assess the relative contributions of genetic and
environmental factors to disease causation.

Section lll discusses several important applications of epidemiology to major health issues. Chapter 17 addresses one of the
major uses of epidemiology, which is to evaluate the effectiveness of health services. Chapter 18 reviews the use of
epidemiology in evaluating screening programs. Chapter 19 considers the place of epidemiology in formulating and evaluating
public policy. These diverse applications have enhanced the importance of epidemiology, but at the same time have given rise
to an array of new problems, both ethical and professional, in the conduct of epidemiologic studies and in the use of the
results of such studies. Anumber of these issues are discussed in the final chapter ( Chapter 20 ).

In each edition of this book, illustrations and graphics have been used extensively to help the reader understand the principles
and methods of epidemiology and to enhance presentation of the examples described in the text.

Amajor change in the fourth edition is publication of the book in color. The use of color has made new approaches possible
for illustrating important principles and methods. | hope that readers will share our excitement about the transition to color and
the positive impact that introduction of color has had on many aspects of the published book.

Above and beyond the addition of color, the data cited and the examples used have been updated whenever possible, and
new examples have been added to further clarify epidemiologic principles and methods. Some sections have been expanded,
others added, and numerous revisions and additions have been made throughout the book. Among the new or expanded
sections are those discussing person-time, registration of clinical trials, overdiagnosis bias in evaluating screening programs,
and the problem of uncertainty in moving from epidemiologic data to clinical and public health policy. Newer approaches to
study design, including case-cohort and case-crossover studies, have also been introduced. Recent issues such as trends
in thyroid cancer and the increasing prevalence of obesity in the United States and in many other countries have been added.
Review questions are included at the end of most chapters or topics.

The sequence of the three sections of this book is designed to provide the reader with a basic understanding of epidemiologic
methods and study design and of the place of epidemiology in preventive and clinical medicine and in disease investigation.
After finishing this book, the reader should be able to assess the adequacy of the design and conduct of reported studies and
the validity of the conclusions reached in published articles. It is my hope that the fourth edition of this book will continue to
convey to its readers the excitement of epidemiology, its basic conceptual and methodologic underpinnings, and an
appreciation of its increasingly vital and expanding roles in enhancing health policy for both individuals and communities
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tHrbugh effective prevention'a'nd treatment.

In closing, a few words about the cover illustration. The photographer and the site of the photograph are not known. The
photograph shows a busy intersection with multiple pedestrian crossings. In our everyday lives, we each choose different
paths and consequently experience different exposures. But each of us also has different genetic characteristics and different
susceptibilities which although not explicitly shown in the picture are perhaps symbolized by the different colors of the
umbrellas in the photo. (Of course, only some people develop disease or adverse health effects, also not shown in the
picture.) Amajor role of epidemiology is to elucidate the causal pathways linking exposures and risks of illness so that
preventive measures can be developed. Even our everyday decisions such as which pedestrian crossing to use, or choices
of different life styles, vary greatly from one person to another. Such choices often seem ordinary, but at times they may
influence our futures without our being aware of the significance of our choices. The objective of epidemiology is to enhance
human health not only by responding to high visibility situations such as natural disasters and other dramatic threats to the
community, but also by preventing and detecting the diseases that arise from many seemingly routine choices that each of us
makes in our everyday lives.

Leon Gordis

January 2008

Copyright ©2009 Elsevier Inc. All rights reserved. - ww.mdconsult.com
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SECTION I - The Epidemiologic Approach to Disease and Intervention

THE EPIDEMIOLOGIC APPROACH TO DISEASE AND INTERVENTION

This section begins with an overview of the objectives of epidemiology, some of the approaches used in epidemiology, and
examples of the applications of epidemiology to human health problems ( Chapter 1). It then discusses how diseases are
transmitted ( Chapter 2 ). Diseases do not arise in a vacuum; they result from an interaction of human beings with their
environment. An understanding of the concepts and mechanisms underlying the transmission and acquisition of disease is
critical to exploring the epidemiology of human disease and preventing and controlling many infectious diseases.

To discuss the epidemiologic concepts presented in this book, we need to develop a common language, particularly for
describing and comparing morbidity and mortality. Chapter 3 , therefore, discusses morbidity and how measures of morbidity
are used in both clinical medicine and public health, including disease surveillance. Chapter 4 presents the methodology and
approaches to using mortality data in investigations relating to public health and clinical practice.

Armed with knowledge of how to describe morbidity and mortality in quantitative terms, we then turn to the question of how to
assess the quality of diagnostic and screening tests that are used to determine which people in the population have a certain
disease ( Chapter 5 ). After we identify people with the disease, we need ways to describe the natural history of disease in
quantitative terms; this is essential for assessing the severity of an illness and for evaluating the possible effects on survival
of new therapeutic and preventive interventions (see Chapter 6 ).

Having identified persons who have a disease, how do we decide which interventions—whether treatments, preventive
measures, or both—should be used in trying to modify the natural history of the iliness? Chapters 7 and 8 [Chapter 7]
[Chapter 8] present the randomized trial, an invaluable and critical study design that is generally considered the “gold
standard” for evaluating both the efficacy and the potential side effects of new therapeutic or preventive interventions.

Copyright ©2009 Elsevier Inc. All rights reserved. - wwmdconsult.com
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Chapter 1 - Introduction

| hate definitions.

—Benjamin Disraeli (1804-1881)

WHAT IS EPIDEMIOLOGY?

Epidemiology is the study of how disease is distributed in populations and the factors that influence or determine this
distribution. Why does a disease develop in some people and not in others? The premise underlying epidemiology is that
disease, illness, and ill health are not randomly distributed in human populations. Rather, each of us has certain
characteristics that predispose us to, or protect us against, a variety of different diseases. These characteristics may be
primarily genetic in origin or may be the result of exposure to certain environmental hazards. Perhaps most often, we are
dealing with an interaction of genetic and environmental factors in the development of disease.

Abroader definition of epidemiology than that given above has been widely accepted. It defines epidemiology as “the study of
the distribution and determinants of health-related states or events in specified populations and the application of this study to
control of health problems.”[1] What is noteworthy about this definition is that it includes both a description of the content of
the discipline and the purpose or application for which epidemiologic investigations are carried out.

Copyright ©2009 Elsevier Inc. All rights reserved. - ww.mdconsult.com
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THE OBJECTIVES OF EPIDEMIOLOGY
What are the specific objectives of epidemiology?

First, to identify the etiology or cause of a disease and the relevant risk factors—that is, factors that increase a person's risk
for a disease. We want to know how the disease is transmitted from one person to another or from a nonhuman reservoir to
a human population. Our ultimate aim is to intervene to reduce morbidity and mortality from the disease. We want to develop
a rational basis for prevention programs. If we can identify the etiologic or causal factors for disease and reduce or eliminate
exposure to those factors, we can develop a basis for prevention programs.

Second, to determine the extent of disease found in the community. What is the burden of disease in the community? This
question is critical for planning health services and facilities, and for training future health care providers.

Third, to study the natural history and prognosis of disease. Clearly, certain diseases are more severe than others; some
may be rapidly lethal while others may have longer durations of survival. Still others are not fatal. We want to define the
baseline natural history of a disease in quantitative terms so that as we develop new modes of intervention, either through
treatments or through new ways of preventing complications, we can compare the results of using such new modalities with
the baseline data in order to determine whether our new approaches have truly been effective.

Fourth, to evaluate both existing and newly developed preventive and therapeutic measures and modes of health care
delivery. For example, does screening men for prostate cancer using the prostate-specific antigen (PSA) test improve
survival in people found to have prostate cancer? Has the growth of managed care and other new systems of health care
delivery and health care insurance had an impact on the health outcomes of their patients and on their quality of life?

Fifth, to provide the foundation for developing public policy relating to environmental problems, genetic issues, and other
considerations regarding disease prevention and health promotion. For example, is the electromagnetic radiation that is
emitted by electric blankets, heating pads, and other household appliances a hazard to human health? Are high levels of
atmospheric ozone or particulate matter a cause of adverse acute or chronic health effects in human populations? Is radon in
homes a significant risk to human beings? Which occupations are associated with increased risks of disease in workers, and
what types of regulation are required?

Copyright ©2009 Elsevier Inc. All rights reserved. - ww.mdconsult.com
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CHANGING PATTERNS OF COMMUNITY HEALTH PROBLEMS

Amajor role of epidemiology is to provide a clue to changes that take place over time in the health problems presenting in the
community. Figure 1-1 shows a sign in a cemetery in Dudley, England, in 1839. At that time, cholera was the major cause of
death in England; the churchyard was so full that no burials of persons who died of cholera would henceforth be permitted.
The sign conveys an idea of the importance of cholera in the public's consciousness and in the spectrum of public health
problems in the early 19th century. Clearly, cholera is not a major problem in the United States today; but in many countries of
the world it remains a serious threat, with many countries periodically reporting outbreaks of cholera that are characterized by
high death rates.

"CHOLERA!

THE

DUDLEY BOARD OF HEALTH,

EQRDBT CIVE MOTECE, TRAT LN CONSEQUENOE aF TRy

Church-yards at Dudley

Being so full, no one who has died of the
CHOLERA will be permitted to be buried
after SUND.AY next,(To=morrow)in either
of the Burial Grounds of St. Thomas’s, or
St. Edmund’s, in this Town.

All Persons who die from CHOLERA, must for the fatare
be buried in the Church-yard at Netherton.

BOARD of HEALYH, DUBPLEY,
Sepirmber 151, 1839,

W, MAURICE, FRINTER, HIGH ATREEY, DUD

Figure 1-1 Sign in cemetery in Dudley, England, in 1839. (From the Dudley Public Library, Dudley, England.)

Let us compare the major causes of death in the United States in 1900 and in 2004 ( Fig. 1-2 ). The categories of causes
have been color coded as described in the legend for this figure. In 1900, the leading causes of death were pneumonia and
influenza, followed by tuberculosis and diarrhea and enteritis. In 2004, the leading causes of death were heart disease,
cancer, stroke (or cerebrovascular disease), and chronic lower respiratory diseases. What change has occurred? Over a
century there was a dramatic shift in the causes of death in this country. In 1900, the three leading causes of death were
infectious diseases; now we are dealing with chronic diseases that in most situations do not appear to be communicable or
infectious in origin. Consequently, the kinds of research, intervention, and services we need today differ from those that were
required in the United States in 1900.
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© Heartdisease
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I oiarrhea and enteritis [T syroke
 Heartdisease T chronic lower respiratory discases
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B ccrey disesse " Diabetes mellitus
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- Cancer . Influenza and pneumonia
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Death rates per 100,000 Death rates per 100,000

Figure 1-2 Ten leading causes of death in the United States, 1900 and 2004. Although the definitions of the diseases in this figure are not exactly conparable in
1900 and 2004, the bars in the graphs are color coded to show chronic diseases (salnon), infectious diseases (purple), injuries (aqua), and diseases of aging
(white). (Redrawn from Grove RD, Hetzel AM: Vital Statistics Rates of the Uhited States, 1940-1960. Washington, DC, US Government Printing Office, 1968; and
National Center for Health Statistics: National Vital Statistics Report, vol 54, no 19, June 28, 2006.)

The pattern seen in developing countries today is often similar to that seen in the United States in 1900: infectious diseases
are the largest problems. But, as countries become industrialized they increasingly manifest the mortality patterns currently
seen in developed countries, with chronic disease mortality becoming the major challenge. However, even in industrialized
countries, as human immunodeficiency virus (HIV) infection has emerged and the incidence of tuberculosis has increased,
infectious diseases are again becoming major public health problems. Table 1-1 shows the 15 leading causes of death in the
United States in 2004. The three leading causes—heart disease, cancer, and cerebrovascular disease—account for aimost
60% of all deaths, an observation that suggests specific targets for prevention if a significant reduction in mortality is to be
achieved.

TABLE 1-1 --Fifteen Leading Causes of Death, and Their Percents of All Deaths, United States, 2004

Rank Cause of Death Number of Deaths Percent (%) of Total Deaths Death Rate [*]
All Causes 2,397,615 100.0 800.8
1 Heart diseases 652,486 27.2 217.0
2 Cancer 553,888 23.1 185.8
3 Cerebrovascular diseases 150,074 6.3 50.0
4 Chronic lower respiratory diseases 121,987 5.1 411
5 Accidents (unintentional injuries) 112,012 4.7 37.7
6 Diabetes mellitus 73,138 3.1 24.5
7 Alzheimer's disease 65,965 2.8 21.8
8 Influenza and pneumonia 59,664 2.5 19.8
9 Nephritis, nephrotic syndrome, and nephrosis 42,480 1.8 14.2
10  Septicemia 33,373 14 11.2
1 Intentional self-harm (suicide) 32,439 1.4 10.9
12 Chronic liver disease and cirrhosis 27,013 1.1 9.0
13 Hypertension and hypertensive renal disease 23,076 1.0 7.7
14 Parkinson's disease 17,989 0.8 6.1
15 Assault (homicide) 17,357 0.7 59
All other and ill-defined causes 414,674 17.3

* Rates are per 100,000 population and age-adjusted for the 2000 US standard population.Note: Fercentages may not total 100 due to rounding. Synptorrs, signs, and
abnormelities and pneunonitis due to solids and liquids w ere excluded fromthe cause-of-death ranking order.Data from Centers for Disease Control and Prevention:
National Vital Statistics Reports, vol 54, no 19, June 28, 2006. Available at: www.cdc.gov/nchs/data/nvsr/nvsr54/nvsr54._19.pdf @ .
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Another demonstration of changes that have taken place over time is seen in Figure 1-3 , which shows the remaining years of
expected life in the United States at birth and at age 65 years for the years 1900, 1950, and 2004 by race and sex.

N 1900
0 1950
3 2004

YEARS

White White Black Black White White Black Black
males females males females males fernales males females

AT BIRTH AT AGE 65 YEARS

Figure 1-3 Life expectancy at birth and at 65 years of age, by race and sex, United States, 1900, 1950, and 2004. (Redrawn from National Center for Health
Statistics: Health, Uhited States, 1987 DHHS publication no 88-1232. Washington, DC, Public Health Service, March 1988; and National Center for Health
Statistics: National Vital Statistics Report, vol 54, no 19, June 28, 2006.)

The years of life remaining at birth have dramatically increased in all of these groups, with most of the improvement having
occurred from 1900 to 1950, and much less having occurred since 1950. If we look at the remaining years of life at age 65
years, very little improvement is seen from 1900 to 2004. What primarily accounts for the increase in remaining years of life
at birth are the decreases in infant mortality and childhood diseases. In terms of diseases that afflict adults, we have been
much less successful in extending the span of life, and this remains a major challenge.

Copyright ©2009 Elsevier Inc. All rights reserved. - wwmdconsult.com
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EPIDEMIOLOGY AND PREVENTION

Amajor use of epidemiologic evidence is to identify subgroups in the population who are at high risk for disease. Why should
we identify such high-risk groups? First, if we can identify these high-risk groups, we can direct preventive efforts, such as
screening programs for early disease detection, to populations who are most likely to benefit from any interventions that are
developed for the disease.

Second, if we can identify such groups, we may be able to identify the specific factors or characteristics that put them at high
risk and then try to modify those factors. It is important to keep in mind that such risk factors may be of two types.
Characteristics such as age, sex, and race, for example, are not modifiable, although they may permit us to identify high-risk
groups. On the other hand, characteristics such as obesity, diet, and other lifestyle factors may be potentially modifiable and
may thus provide an opportunity to develop and introduce new prevention programs aimed at reducing or changing specific
exposures or risk factors.

In discussing prevention, it is helpful to distinguish among primary, secondary, and tertiary prevention ( Table 1-2 ). Primary
prevention denotes an action taken to prevent the development of a disease in a person who is well and does not (yet) have
the disease in question. For example, we can immunize a person against certain diseases so that the disease never
develops or, if a disease is environmentally induced, we can prevent a person's exposure to the environmental factor involved
and thereby prevent the development of the disease. Primary prevention is our ultimate goal. For example, we know that most
lung cancers are preventable. If we can stop people from smoking, we can eliminate 80% to 90% of lung cancer in human
beings. However, although our aim is to prevent diseases from occurring in human populations, for many diseases we do not
yet have the biologic, clinical, and epidemiologic data on which to base effective primary prevention programs.

TABLE 1-2 -- Three Types of Prevention

Type of

Prevention Definition Examples

Primary prevention Preventing the initial development of a disease Immunization, reducing exposure to a risk
factor

Secondary Early detection of existing disease to reduce severity and Screening for cancer

prevention complications

Tertiary prevention Reducing the impact of the disease Rehabilitation for stroke

Secondary prevention involves identifying people in whom a disease has already begun but who have not yet developed
clinical signs and symptoms of the illness. This period in the natural history of a disease is called the preclinical phase of the
illness. Once a person develops clinical signs or symptoms, it is generally assumed the person will seek medical care. Our
objective with secondary prevention is to detect the disease earlier than it would have been detected with usual care. By
detecting the disease at an early stage in its natural history, often through screening, it is hoped that treatment will be easier
and/or more effective. For example, most cases of breast cancer in older women can be detected through breast self-
examination and mammography. Several recent studies indicate that routine testing of the stool for occult blood can detect
treatable colon cancer early in its natural history. The rationale for secondary prevention is that if we can identify disease
earlier in its natural history than would ordinarily occur, intervention measures will be more effective. Perhaps we can prevent
mortality or complications of the disease and use less invasive or less costly treatment to do so. Evaluating screening for
disease and the place of such intervention in the framework of disease prevention is discussed in Chapter 18 .

Tertiary prevention denotes preventing complications in those who have already developed signs and symptoms of an illness
and have been diagnosed—that is, people who are in the clinical phase of their illness. This is generally achieved through
prompt and appropriate treatment of the illness combined with ancillary approaches such as physical therapy that are
designed to prevent complications such as joint contractures.

Two possible approaches to prevention are a population-based approach and a high-risk approach. [2] In the population-based
approach, a preventive measure is widely applied to an entire population. For example, prudent dietary advice for preventing
coronary disease or advice against smoking may be provided to an entire population. An alternate approach is to target a
high-risk group with the preventive measure. Thus, screening for cholesterol in children might be restricted to children from
high-risk families. Clearly, a measure that will be applied to an entire population must be relatively inexpensive and
noninvasive. Ameasure that is to be applied to a high-risk subgroup of the population may be more expensive and is often
more invasive or inconvenient. Population-based approaches can be considered public health approaches, whereas high-risk
approaches more often require a clinical action to identify the high-risk group to be targeted. In most situations, a combination
of both approaches is ideal.

Copyright ©2009 Elsevier Inc. All rights reserved. - wwvmdconsult.com
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EPIDEMIOLOGYAND CLINICAL PRACTICE

Epidemiology is critical not only to public health but also to clinical practice. The practice of medicine is dependent on
population data. For example, if a physician hears an apical systolic murmur, how does he or she know that it represents
mitral regurgitation? Where did this knowledge originate? The diagnosis is based on correlation of the auscultatory findings
with the findings of surgical pathology or autopsy and of catheterization or angiography findings in a large group of patients.
Thus, the process of diagnosis is population-based (see Chapter 5 ). The same holds for prognosis. A patient asks his
physician, “How long do | have to live, doctor?” and the doctor replies, “Six months to a year.” On what basis does the
physician prognosticate? He or she does so on the basis of experience with large groups of patients who had the same
disease, were observed at the same stage of disease, and received the same treatment. Again, prognostication is based on
population data (see Chapter 6 ). Finally, selection of appropriate therapy is also population based. Randomized clinical trials
studying the effects of a treatment in large groups of patients are the ideal means to identify appropriate therapy (see
Chapters 7 and 8 [Chapter 7] [Chapter 8] ). Thus, population-based concepts and data underlie the critical processes of
clinical practice, including diagnosis, prognostication, and selection of therapy. In effect, the physician applies a population-
based probability model to the patient who is lying on the examining table.

Figure 1-4 shows a physician demonstrating that the practice of clinical medicine relies heavily on population concepts. What
is portrayed humorously is a true commentary on one aspect of pediatric practice—a pediatrician often makes a diagnosis
based on what the parent tells him or her over the telephone and which ilinesses, such as viral and bacterial infections, the
pediatrician knows are “going around” the community. Thus, the data available about illness in the community can be very
helpful in suggesting a diagnosis, even if they are not conclusive. Data regarding the etiology of sore throats according to a
child's age are particularly relevant ( Fig. 1-5). If the infection occurs early in life, it is likely to be viral in origin. If it occurs at
ages 4 to 7 years, it is likely to be streptococcal in origin. In an older child Mycoplasma becomes more important. Although
these data do not make the diagnosis, they do provide the physician or other health care provider with a good clue as to what
agent or agents to suspect.

Rights were not granted to include this content in
electronic media. Please refer to the printed book,

Figure 1-4 “You've got whatever it is that's going around.” (© The New Yorker Collection 1975. Al Ross from cartoonbank.com@. All rights reserved.)
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Figure 1-5 Frequency of agents by age of children with pharyngitis, 1964—1965. (From Denny FW: The replete pediatrician and the etiology of lower respiratory
tract infections. Pediatr Res 3:464—470, 1969.)

Copyright © 2009 Elsevier Inc. All rights reserved. - ww.mdconsult.com
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THE EPIDEMIOLOGIC APPROACH

How does the epidemiologist proceed to identify the cause of a disease? Epidemiologic reasoning is a multistep process.
The first step is to determine whether an association exists between exposure to a factor (e.g., an environmental agent) or a
characteristic of a person (e.g., an increased serum cholesterol level) and the development of the disease in question. We do
this by studying the characteristics of groups and the characteristics of individuals.

If we find there is indeed an association between an exposure and a disease, is it necessarily a causal relationship? No, not
all associations are causal. The second step, therefore, is to try to derive appropriate inferences about a possible causal
relationship from the patterns of the associations that have been found. These steps are discussed in detail in later chapters.

Epidemiology often begins with descriptive data. For example, Figure 1-6 shows rates of gonorrhea in the United States in
2005 by state. Clearly, there are marked regional variations in reported cases of gonorrhea. The first question to ask when we
see such differences between two groups or two regions or over time is, “Are these differences real?” In other words, are the
data from each area of comparable quality? Before we try to interpret the data, we should be satisfied that the data are valid. If
the differences are real, then we ask, “Why have they occurred?” Are there environmental differences between high-risk and
low-risk areas, or are there differences in the people who live in those areas? This is where epidemiology begins its
investigation.
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Figure 1-6 Gonorrhea: reported cases per 100,000 population, United States and territories, 2005. (Gonorrhea—Rates by State: Uhited States and outlying areas,
2005. wwwede.gov/std/stats05/igures/fig14. htm@ )

Many years ago, it was observed that communities in which the natural level of fluoride in the drinking water differed also
differed in the frequency of dental caries in the permanent teeth of residents. Communities that had low natural fluoride levels
had high levels of caries, and communities that had higher levels of fluoride in their drinking water had low levels of caries (
Fig. 1-7 ). This finding suggested that fluoride might be an effective prevention if it were artificially added to the drinking water
supply. Atrial was therefore carried out to test the hypothesis. Although, ideally, we would like to randomize a group of people
either to receive fluoride or to receive no fluoride, this was not possible to do with drinking water because each community
generally shares a common water supply. Consequently, two similar communities in upstate New York, Kingston and
Newburgh, were chosen for the trial. The DMF index, a count of decayed, missing, and filled teeth, was used. Baseline data
were collected in both cities, and at the start of the study, the DMF indices were comparable in each group in the two
communities. The water in Newburgh was then fluoridated, and the children were reexamined. Figure 1-8 shows that, in each
age group, the DMF index in Newburgh had dropped significantly 10 years or so later, whereas in Kingston, there was no
change. This is strongly suggestive evidence that fluoride was preventing caries.
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Figure 1-8 DIVF indices after 10 years of fluoridation, 1954—1955. DIVF, decayed, nissing, and filled teeth. (Adapted from Ast DB, Schlesinger ER: The conclusion
of a 10-year study of water fluoridation. Am J Public Health 46:265-271, 1956. Copyright 1956 by the American Public Health Association. Adapted with
permission.)

It was possible to go one step further in trying to demonstrate a causal relationship between fluoride ingestion and low rates
of caries. The issue of fluoridating water supplies has been extremely controversial, and in certain communities in which
water has been fluoridated, there have been referenda to stop the fluoridation. It was therefore possible to look at the DMF
index in communities such as Antigo, Wisconsin, in which fluoride had been added to its water supply and then, after a
referendum, fluoridation had been stopped. As seen in Figure 1-9 , after the fluoride was removed, the DMF index rose. This
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provided yet a further piece of evidence that fluoride acted to prevent dental caries.
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Figure 1-9 Hfect of discontinuing fluoridation in Antigo, Wisconsin, Novenber 1960. DVF, decayed, missing, and filled teeth; FL+, during fluoridation; FL-, after
fluoridation was discontinued. (Adapted from Lemke CW, Doherty JM, Arra MC: Controlled fluoridation: The dental effects of discontinuation in Antigo, Wisconsin.
J Am Dental Assoc 80:782-786, 1970. Reprinted by permission of ADA Publishing Co., Inc.)

Copyright ©2009 Elsevier Inc. All rights reserved. - wwmdconsult.com
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FROM OBSERVATIONS TO PREVENTIVE ACTIONS

In this section, three examples are discussed that demonstrate how epidemiologic observations have led to effective
preventive measures in human populations.

Ignaz Semmelweis and Childbed Fever

lgnadz Semmelweis ( Fig. 1-10 ) was born in 1818 and began as a student in law school until he left his studies to pursue
training in medicine. He specializedin obstetrics and became interested in a major clinical and public health problem of the
day: childbed fever, also known as puerperal fever (the word “puerperal” means related to childbirth or to the period after the
birth).

Figure 1-10 Portrait of Ignéz Philipp Semmrelweis. (From The National Library of Medicine.)

In the early 19th century, childbed fever was a major cause of death among women shortly after childbirth, with mortality rates
from childbed fever as high as 25%. Many theories of the cause of childbed fever were popular at the time, including
atmospheric toxins, “epidemic constitutions” of some women, putrid air, or solar and magnetic influences. This period was a
time of growing interest in pathologic anatomy. Because the cause of childbed fever remained a mystery, great interest arose
in correlating the findings at autopsies of women who had died of the disease with the clinical manifestations that
characterized them before their deaths.

Semmelweis was placed in charge of the First Obstetrical Clinic of the Allgemeine Krankenhaus [General Hospital] in Vienna
in July 1846. At that time there were two obstetrical clinics, the First and the Second. Pregnant women were admitted for
childbirth to the First Clinic or to the Second Clinic on an alternating 24-hour basis. The First Clinic was staffed by physicians
and medical students and the Second Clinic by midwives. Physicians and medical students began their days performing
autopsies on women who had died from childbed fever; they then proceeded to provide clinical care for women hospitalized
in the First Clinic for childbirth. The midwives staffing the Second Clinic did not perform autopsies. Semmelweis had been
impressed by mortality rates in the two clinics in 1842 ( Fig. 1-11 ). Mortality in the First Clinic was more than twice as high as
in the Second Clinic—16% compared with 7%.
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Figure 1-11 Maternal nortality due to childbed fever, First and Second Qliinics, General Hospital, Vienna, Austria, 1842. (Adapted from the Centers for Disease
Control and Prevention: Hand hygiene in health care settings—Supplemental. ww.cdc.govhandhygiene/download/hand_hygiene_supplement. ppt@ )

Semmelweis came to believe that mortality was higher in the First Clinic than in the Second because the physicians and
medical students went directly from the autopsies to their patients. Many of the women in labor had multiple examinations by
physicians and by medical students learning obstetrics. Often these examinations traumatized the tissues of the vagina and
uterus. Semmelweis suggested that the hands of physicians and medical students were transmitting disease-causing
particles from the cadavers to the women who were about to deliver. His suspicions were confirmed in 1847 when his friend
and colleague Jakob Kolletschka died from an infection contracted when he was accidentally punctured with a medical
student's knife while performing an autopsy. The autopsy on Kolletschka showed pathology very similar to that of the women
who were dying from childbed fever. Semmelweis concluded that physicians and medical students were carrying the
infection from the autopsy room to the patients in the First Clinic and that this accounted for the high mortality rates from
childbed fever in the First Clinic. Mortality rates in the Second Clinic remained low because the midwives who staffed the
Second Clinic had no contact with the autopsy room.

Semmelweis therefore developed and implemented a policy for the physicians and medical students in the First Clinic, a
policy designed to prevent childbed fever. He required the physicians and medical students in the First Clinic to wash their
hands and to brush under their fingernails after they had finished the autopsies and before they came in contact with any of
the patients. As seen in Figure 1-12 , mortality in the First Clinic dropped from 12.2% to 2.4%, a rate comparable to that seen
in the Second Clinic. When Semmelweis was later replaced by an obstetrician who did not subscribe to Semmelweis's
theories, and who therefore eliminated the policy of required hand washing, mortality rates from childbed fever rose again in
the First Clinic—further evidence supporting a causal relationship.
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Figure 1-12 Maternal mortality due to childbed fever, by type of care pro-vider, General Hospital, Vienna, Austria, 1841-1850. (Adapted from Mayhall GC: Hospital
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Unfortunately, for many years Semmelweis refused to present his findings at major meetings or to submit written reports of
his studies to medical journals. His failure to provide supporting scientific evidence was at least partially responsible for the
failure of the medical community to accept his hypothesis of causation of childbed fever and his proposed intervention of
hand washing between examinations of patients. Among other factors that fostered resistance to his proposal was the
reluctance of physicians to accept the conclusion that by transmitting the agent responsible for childbed fever, they had been
inadvertently responsible for the deaths of large numbers of women. In addition, physicians claimed that washing their hands
before seeing each patient would be too time-consuming. Another major factor is that Semmelweis was, to say the least,
undiplomatic, and had alienated many senior figures in medicine. As a consequence of all of these factors, many years
passed before a policy of hand washing was broadly adopted. An excellent biography of Semmelweis by Sherwin Nuland was
published in 2003.[3]

The lessons of this story for successful policy-making are still relevant today to the challenge of enhancing both public and
professional acceptance of evidence-based prevention policies. These lessons include the need for presenting supporting
scientific evidence for a proposed intervention, the need for implementation of the proposed intervention to be perceived as
feasible, and the need to lay the necessary groundwork for the policy, including garnering professional as well as community
and political support.

Years later, the major cause of childbed fever was recognized to be a streptococcal infection. Semmelweis's major findings
and recommendations ultimately had worldwide effects on the practice of medicine. Amazingly, his observations and
suggested interventions preceded any knowledge of the germ theory. It is also of interest, however, that although the need for
hand washing has now been universally accepted, recent studies have reported that many physicians in hospitals in the
United States and in other developed countries still fail to wash their hands as prescribed ( Table 1-3 ).

TABLE 1-3 -- Compliance with Hand Hygiene among Physicians, by Specialty, at University of Geneva Hospitals
Physician Specialty Number of Physicians Compliance with Hand Hygiene (% of Observations)

Internal medicine 32 87.3
Surgery 25 36.4
Intensive care unit 22 62.6
Pediatrics 21 82.6
Geriatrics 10 71.2
Anesthesiology 15 233
Emergency medicine 16 50.0
Other 22 57.2

Data from Pittet D: Hand hygiene among physicians: Performance, beliefs, and perceptions. Ann Intern Med 141(1):1-8, 2004.

Edward Jenner and Smallpox

Edward Jenner ( Fig. 1-13 ) was born in 1749 and became very interested in the problem of smallpox, which was a worldwide
scourge. For example, in the late 18th century, 400,000 people died from smallpox each year and a third of the survivors
became blind as a result of corneal infections. It was known that those who survived smallpox were subsequently immune to
the disease and consequently it was a common preventive practice to infect healthy individuals with smallpox by
administering to them material taken from smallpox patients, a procedure called variolation. However, this was not an optimal
method: some variolated individuals died from the resulting smallpox, infected others with smallpox, or developed other
infections.
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Figure 1-13 Portrait of Edward Jenner. (From the Wellcome Historical Medical Museum and Library, London.)

Jenner was interested in finding a better, safer approach to preventing smallpox. He observed, as had other people before
him, that dairy maids, the young women whose occupation was milking the cows, developed a mild disease called cowpox.
Later, during smallpox outbreaks, the disease appeared not to develop in these young women. In 1768 Jenner heard a claim
from a dairy maid, “| can—t take the smallpox for | have already had the cowpox.” These data were observations and were
not based on any rigorous study. But Jenner became convinced that cowpox could protect against smallpox and decided to
test his hypothesis.

Figure 1-14 shows a painting by Gaston Melingue of Edward Jenner performing the first vaccination in 1796. (The term
“vaccination” is derived from vacca,the Latin word for “cow.”) In this painting, a dairy maid, Sarah Nelmes, is bandaging her
hand after just having had some cowpox material removed. The cowpox material is being administered by Jenner to an 8-
year-old “volunteer,” James Phipps. Jenner was so convinced that cowpox would be protective that 6 weeks later, in order to
test his conviction, he inoculated the child with material that had just been taken from a smallpox pustule. The child did not
contract the disease. We shall not deal in this chapter with the ethical issues and implications of this experiment. (Clearly,
Jenner did not have to justify his study before an institutional review board!) In any event, the results of the first vaccination
and of what followed were the saving of literally millions of human beings throughout the world from disability and death
caused by the scourge of smallpox. The important point is that Jenner knew nothing about viruses and nothing about the
biology of the disease. He operated purely on observational data that provided him with the basis for a preventive intervention.
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Figure 1-14 Une des premiéres vaccinations d—Edward Jenner [One of the first vaccinations by Edw ard Jenner], by Gaston Melingue. (Reproduced by
permission of the Bibliothéque de I—Académie Nationale de Médecine, Peris, 2007.)

In 1967, the World Health Organization (WHO) began international efforts to eradicate smallpox using vaccinations with
vaccinia virus (cowpox). It has been estimated that, until that time, smallpox afflicted 15 million people annually throughout the
world, of whom 2 million died and millions of others were left blind or disfigured. In 1980, the WHO certified that smallpox had
been eradicated. The smallpox eradication program, [4] directed at the time by Dr. D. A. Henderson ( Fig. 1-15), is one of the
greatest disease prevention achievements in human history. The WHO estimated that 350 million new cases had been
prevented over a 20-year period. However, after the terrorist attacks that killed nearly 3,000 people in the World Trade Center
in New York City on September 11, 2001, worldwide concern developed about potential bioterrorism. Ironically, the possibility
that smallpox virus might be used for such a purpose reopened issues regarding smallpox and vaccination that many thought
had been permanently relegated to history by the successful efforts at eradication of the disease. The magnitude of the
smallpox bioterrorism threat, together with issues of vaccinia risk—both to those vaccinated and to those coming in contact
with vaccinees, especially in hospital environments—are among many that have had to be addressed. Often, however, only
limited or equivocal data are available on these issues to guide the development of relevant public health prevention policy
relating to a potential bioterrorism threat of using smallpox as a weapon.
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Figure 1-15 Fhotograph of Dr. D. A. Henderson, w ho directed the World Health Organization Smallpox Eradication Program

John Snow and Cholera

Another example of the translation of epidemiologic observations into public policy immortalized John Snow, whose portrait is
seen in Figure 1-16 . Snow lived in the 19th century and was well known as the anesthesiologist who administered
chloroform to Queen Victoria during childbirth. Snow's true love, however, was the epidemiology of cholera, a disease that
was a major problem in England in the middle of the 19th century. In the first week of September 1854, about 600 people
living within a few blocks of the Broad Street pump in London died of cholera. At that time, the Registrar General was William
Farr. Snow and Farr had a major disagreement about the cause of cholera. Farr adhered to what was called the miasmatic
theory of disease. According to this theory, which was commonly held at the time, dis-ease was transmitted by a miasm, or
cloud, that clung low on the surface of the earth. If this were so, we would expect that people who lived at lower altitudes
would be at greater risk of contracting a disease transmitted by this cloud than those living at higher elevations.
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Figure 1-16 Portrait of John Snow. (Portrait in oil by Thomas Jones Barker, 1847, in Zuck D: Snow Empson and the barkers of Bath. Anaesthesia 56:227-230,
2001.)

Farr collected data to support his hypothesis ( Table 1-4 ). The data are quite consistent with his hypothesis: the lower the
elevation, the higher themortality rate from cholera. Snow did not agree; he believed that cholera was transmitted through
contaminated water ( Fig. 1-17 ). In London at that time, a person obtained water by signing up with one of the water supply
companies. The intakes for the water companies were in a very polluted part of the Thames River. At one point in time, one of
the companies, the Lambeth Company, for technical, non-health-related reasons, shifted its water intake upstream in the
Thames to a less polluted part of the river; the other companies did not move the locations of their water intakes. Snow
reasoned, therefore, that based on his hypothesis of contaminated water causing cholera, the mortality rate from cholera
would be lower in people getting their water from the Lambeth Company than in those obtaining their water from the other
companies. He carried out what we call today “shoe-leather epidemiology’—going from house to house, counting all deaths
from cholera in each house, and determining which company supplied water to each house.

TABLE 1-4 -- Deaths from Cholera in 10,000 Inhabitants by Elevation of Residence above Sea Level, London, 1848
-1849

Elevation above Sea Level (ft) Number of Deaths

<20 120
2040 65
40-60 34
60-80 27
80-100 22
100-120 17
340-360 8

Data from Farr W: Vital Statistics: A Memorial Volume of Selections from the Reports and Writings of William Farr (edited for the
Sanitary Institute of Great Britain by Noel A. Humphreys). London, The Sanitary Institute, 1885.
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A DROP OF LONDON WATER.

Figure 1-17 Adrop of Thames water, as depicted by Punchin 1850. (From Extracts from Appendix (A) to the Report of the General Board of Health on the
Epidemic Cholera of 1848 and 1849, published by HMSO, London, 1850. Int J Epidemiol 31:900-907, 2002.)

Snow's findings are shown in Table 1-5 . The table shows the number of houses, the number of deaths from cholera, and the
deaths per 10,000 houses. Although this is not an ideal rate, because a house can contain different numbers of people, it is
not a bad approximation. We see that in houses served by the Southwark and Vauxhall Company, which was getting its water
from a polluted part of the Thames, the death rate was 315 deaths per 10,000 houses. In homes supplied by the Lambeth
Company which had relocated its water intake, the rate was only 38 deaths per 10,000 houses. His data were so convincing
that they led Farr, the Registrar General, to require the registrar of each district in south London to record which water
company supplied each house in which a person died of cholera. Remember that, in Snow's day, the enterotoxic Vibrio
cholerae was unknown. Nothing was known about the biology of the disease. Snow's conclusion that contaminated water
was associated with cholera was based entirely on observational data. [5]

TABLE 1-5 -- Deaths from Cholera per 10,000 Houses, by Source of Water Supply, London, 1854

Water Supply Number of Houses Deaths from Cholera Deaths per 10,000 Houses
Southwark and Vauxhall Co. 40,046 1,263 315
Lambeth Co. 26,107 98 38
Other districts in London 256,423 1,422 56

Data adapted from Snow J: On the mode of communication of cholera. In Snow on Cholera: A Reprint of Two Papers by John
Snow M.D. New York, The Commonwealth Fund, 1936.

The point is that, although it is extremely important for us to maximize our knowledge of the biology and pathogenesis of
disease, it is not always necessary to know every detail of the pathogenic mechanism to be able to prevent a disease. For
example, we know that virtually every case of rheumatic fever and rheumatic heart disease follows a streptococcal infection.
The Streptococcus has been studied and analyzed extensively, but we still do not know how and why it causes rheumatic
fever. We do know that after a severe streptococcal infection, as seen in military recruits, rheumatic fever does not develop in
97 of every 100 infected persons. In civilian populations, such as schoolchildren, in whom the infection is less severe,
rheumatic fever develops in only 3 of every 1,000 infected school-children, but not in the remaining 997. 6] Why does the
disease not develop in those 97 recruits and 997 schoolchildren if they are exposed to the same organism? We do not know.

We do not know if the illness is the result of an undetected difference in the organism or if it is caused by a cofactor that may
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facilitate the adherence of streptococci to epithelial cells. What we do know is that, even without fully understanding the chain
of pathogenesis from infection with the Streptococcus to rheumatic fever, we can prevent virtually every case of rheumatic
fever if we either prevent or promptly and adequately treat streptococcal infections. The absence of biologic knowledge about
pathogenesis should not be a hindrance or an excuse for not implementing effective preventive services.

Consider cigarette smoking and lung cancer. We do not know what specific component in cigarettes causes cancer, but we
do know that 75% to 80% of cases of lung cancer are caused by smoking. That does not mean that we should not be
conducting laboratory research to better understand how cigarettes cause cancer. But again, in parallel with that research,
we should be mounting effective community and public health programs based on the observational data available right now.

Figure 1-18 shows mortality data for breast can-cer and lung cancer in women in the United States. Breast cancer mortality
rate remained relatively constant over several decades but showed evidence of decline in the early years of the 21st century.
However, mortality from lung cancer in women has been increasing steadily although it may have begun to stabilize in recent
years. Since 1987, more women have died each year from lung cancer than from breast cancer. Thus, we are faced with the
tragic picture of a preventable form of cancer, lung cancer, which results from a personal habit, smoking, as the current
leading cause of cancer death in American women.
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Figure 1-18 Breast versus lung cancer nortality: White ferales versus black females, United States, 1975-2003, age-adjusted to 2000 standard. (From Ries LAG,
Harkins D, Krapcho M, et al (eds): SEER Cancer Statistics Review 1975-2003, National Cancer Institute. Bethesda, MD. htp:/seer.cancer.gov/csr/1975 2003/
@' , based on November 2005 SEER data submission, posted to the SEER Web site 2006.)

Furthermore, in 1993, environmental tobacco smoke (secondhand smoke from other people's smoking) was classified as a
known human carcinogen by the Environmental Protection Agency, which attributed about 3,000 lung cancer deaths in
nonsmoking individuals each year to environmental tobacco smoke.

Although rates of smoking in those older than 18 years of age appear to have decreased in recent years in the United States,
a troublesome observation is that, from 1991 to 1997, the prevalence of smoking in high school students increased 32%.
Thus, the scourge of smoking remains one of the major unmet prevention challenges for practitioners in both public health
and clinical medicine.

Copyright ©2009 Elsevier Inc. All rights reserved. - wwmdconsult.com
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CONCLUSION

Prevention and therapy are all too often viewed as mutually exclusive activities, as is shown in Figure 1-19 . It is clear,
however, that prevention not only is integral to public health, but also is integral to clinical practice. The physician's role is to
maintain health as well as to treat disease. But even treatment of disease includes a major component of prevention.
Whenever we treat illness we are preventing death, preventing complications in the patient, or preventing a constellation of
effects on the patient's family. Thus, much of the dichotomy between therapy and prevention is an illusion. Therapy involves
secondary and tertiary prevention, the latter denoting the prevention of complications such as disability. At times it also
involves primary prevention. Thus, the entire spectrum of prevention should be viewed as integral to both public health and
clinical practice. Epidemiologyis an invaluable tool for providing the rational basis on which effective prevention programs can
be planned and implemented and for conducting clinical investigations that contribute to the control of disease and to the
amelioration of the human suffering associated with it.

Rights were not granted to include this content in
electronic media. Please refer to the printed book,

Figure 1-19 Revention and therapy viewed as mutually exclusive activities. (From Wilson T: Ziggy cartoon. © Universal Press Syndicate, 1986.)
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Chapter 2 — The Dynamics of Disease Transmission

| keep six honest serving-men

(They taught me all | knew);

Their names are What and Why and When
And How and Where and Who.

—Rudyard Kipling 1] (1865-1936)

Human disease does not arise in a vacuum. It results from an interaction of the host (a person), the agent (e.g., a bacterium),
and the environment (e.g., a contaminated water supply). Although some diseases are largely genetic in origin, virtually all
disease results from an interaction of genetic and environmental factors, with the exact balance differing for different
diseases. Many of the underlying principles governing the transmission of disease are most clearly demonstrated using
communicable diseases as a model. Hence, this chapter primarily uses such diseases as examples in reviewing these
principles. However, the concepts discussed are also applicable to diseases that do not appear to be of infectious origin.

Disease has been classically described as the result of an epidemiologic triad shown in Figure 2-1 . According to this
diagram, it is the product of an interaction of the human host, an infectious or other type of agent, and the environment that
promotes the exposure. Avector, such as the mosquito or the deer tick, is often involved. For such an interaction to take
place, the host must be susceptible. Human susceptibility is determined by a variety of factors including genetic background
and nutritional and immunologic characteristics. The immune status of an individual is determined by many factors including
prior experience both with natural infection and with immunization.

The factors that can cause human disease include biologic, physical, and chemical factors as well as other types, such as
stress, that may be harder to classify ( Table 2-1).

HOST

VECTOR

AGENT ENVIRONMENT]

Figure 2-1 The epidenrologic triad of a disease.

TABLE 2-1 -- Factors That May Be Associated with Increased Risk of Human Disease
Host Characteristics Types of Agents and Examples Environmental Factors

Age Biologic Temperature
Sex Bacteria, Humidity
Race Viruses Altitude
Religion Chemical Crowding
Customs Spr?qizﬁg’ alcohol, Housing
Occupation Neighborhood
Genetic profile Physical o Water
Marital status fTi::“ma' radation, Milk
E:crjl](i\cl;);ound Nutritional FOO(_j )
Previous diseases Lack, excess R-adlatlor-]
Air pollution
Immune status Noise
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MODES OF TRANSMISSION

Diseases can be transmitted directly or indirectly. For example, a disease can be transmitted person to person (direct
transmission) by means of direct contact. Indirect transmission can occur through a common vehicle such as a
contaminated air or water supply, or by a vector such as the mosquito. Some of the modes of transmission are shown in
Table 2-2 .

TABLE 2-2 -- Modes of Disease Transmission

1. Direct
a. Person-to-person contact
2. Indirect

a. Common vehicle
(1) Single exposure
(2) Multiple exposures
(3) Continuous exposure

b. Vector

Figure 2-2 is a classic photograph showing droplet dispersal after a sneeze. It vividly demonstrates the potential for an
individual to infect a large number of people in a brief period of time. As Mims has pointed out:

Figure 2-2 Droplet dispersal following a violent sneeze. (Reprinted with permission from Jennison MW: Aerobiology 17:102, 1947. Copyright 1947 American
Association for the Advancement of Science.)

An infected individual can transmit influenza or the common cold to a score of others in the course of an innocent hour in a
crowded room. A venereal infection also must spread progressively from person to person if it is to maintain itself in nature,
but it would be a formidable task to transmit venereal infection on such a scale. [2]

Thus, different organisms spread in different ways, and the potential of a given organism for spreading and producing
outbreaks depends on the characteristics of the organism, such as its rate of growth and the route by which it is transmitted
from one person to another.

Figure 2-3 is a schematic diagram of the human body surfaces as sites of microbial infection and shedding. The alimentary
tract can be considered as an open tube that crosses the body, and the respiratory and urogenital systems can be seen as
blind inpouchings. Each offers an opportunity for infection. The skin is another important portal of entry for infectious agents,
primarily through scratch or injury. Agents that often enter through the skin include streptococci or staphylococci and fungi
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such as tinea (ringworm). Two points should be made in this regard: First, the skin is not the exclusive portal of entry for
many of these agents, and infections can be acquired through more than one route. The same routes also serve as points of
entry for noninfectious disease-causing agents. Environmental toxins can be ingested, inspired during respiration, or
absorbed directly through the skin. With both infectious and noninfectious conditions, the clinical and epidemiologic
characteristics of the condition often relate to the site of the exposure and the portal of entry.

N\ CONJUNCTIVA
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RESPIRATORY TRACT MO
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Serateh, injury

_ Arthropod

Capillary

ALIMENTARY TRACT &

UROGENITAL TRACT

ANUS SKIN

Figure 2-3 Body surfaces as sites of microbial infection and shedding. (From Mims CA, Nash A, Stephen J: Mims— Pathogenesis of Infectious Disease, 5th ed.
London, Academic Press, 2001.)
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CLINICALAND SUBCLINICAL DISEASE

It is important to recognize the broad spectrum of disease severity. Figure 2-4 shows the iceberg concept of disease. Just as
most of an iceberg is underwater and hidden from view with only its tip visible, so it is with disease: only clinical illness is
readily apparent (see Fig. 2-4 , right). But infections without clinical illness are important, particularly in the web of disease
transmission, although they are not visible clinically. In Figure 2-4 , the corresponding biologic stages of pathogenesis and
disease at the cellular level are seen on the left. The iceberg concept is important because it is not sufficient to count only the
clinically apparent cases we see; for example, most cases of polio in prevaccine days were subclinical, but they were still
capable of spreading the virus. The epidemiology of polio cannot be explained without a recognition and assessment of the

pool of inapparent cases.

Cell Response Host Response
Lysis of Cell Death of Organism

Inclusion body formation Classical and severe
or ) disease
Cell transformation

or. Moderate severity
Cell dysfunction mild illness

~ asees|q [ejUl|D

Viral multiplication Infection without
without visible change clinical iliness

or incomplete (Asymptomatic
viral maturation infection)

Exposure without Exposure
attachment and/or without
cell entry infection

Below visual change Discemnible effect
aseas|Q [eaU1|2gNS

Figure 2-4 The “iceberg” concept of infectious diseases at the level of the cell and of the host. (Adapted from Evans AS, Kaslow RA (eds): Viral Infections of

Humans: Epidemiology and Control, 4th ed. New York, Plenum, 1997.)

Figure 2-5 shows the spectrum of severity for several diseases. Most cases of tuberculosis, for example, are inapparent.

However, because inapparent cases can transmit the disease, such cases must be identified to control spread of the
disease. In measles, many cases are of moderate severity and only a few are inapparent. At the other extreme, without

intervention, rabies has no inapparent cases, and most untreated cases are fatal. Thus, we have a spectrum of severity
patterns that varies with the disease. Severity appears to be related to the virulence of the organism (how good the organism
is at producing disease) and to the site in the body at which the organism multiplies. All of these factors, as well as such host
characteristics as the immune response, need to be appreciated to understand how disease spreads from one individual to

another.
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CLASS A: INAPPARENT INFECTION FREQUENT
~Example: Tubercle bacillus )
0 Percentage of infections 100

CLASS B: CLINICAL DISEASE FREQUENT, FEW DEATHS
Example: Measles virus

i R AR R AR R AT

s

0 T Peféentage of infections

CLASS C: INFECTIONS USUALLY FATAL
Example: Rabies virus

A

0 Percentage of Infections 100
Inapparent Mild Moderate Severe (nonfatal) Fatal

Figure 2-5 Distribution of clinical severity for three classes of infections (not drawn to scale). (Adapted from Mausner JS, Kramer S: Epidemiology: An

Introductory Text. Philadelphia, WB Saunders, 1985, p 265.)

As clinical and biologic knowledge has increased over the years, so has our ability to distinguish different stages of disease.

These include clinical and nonclinical disease:
Clinical Disease

Clinical disease is characterized by signs and symptoms.
Nonclinical (Inapparent) Disease

Nonclinical disease may include the following:

Preclinical Disease. Disease that is not yet clinically apparent, but is destined to progress to clinical disease.

2.  Subclinical Disease. Disease that is not clinically apparent and is not destined to become clinically apparent. This

type of disease is often diagnosed by serologic (antibody) response or culture of the organism.

3. Persistent (Chronic) Disease. Aperson fails to “shake off’ the infection, and it persists for years, at times for life. In
recent years, an interesting phenomenon has been the manifestation of symptoms many years after an infection
was thought to have been resolved. Some adults who recovered from poliomyelitis in childhood are now reporting
severe fatigue and weakness; this has been called post-polio syndrome in adult life. These have thus become cases

of clinical disease, albeit somewhat different from the initial illness.

4. Latent Disease. An infection with no active multiplication of the agent, as when viral nucleic acid is incorporated into
the nucleus of a cell as a provirus. In contrast to persistent infection, only the genetic message is present in the host,

not the viable organism.

Copyright ©2009 Elsevier Inc. All rights reserved. - ww.mdconsult.com
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CARRIER STATUS

In this situation, the individual harbors the organism, but is not infected as measured by serologic studies (no evidence of an
antibody response) or by evidence of clinical illness. This person can still infect others, although the infectivity is often lower
than with other infections. Carrier status may be of limited duration or may be chronic, lasting for months or years. One of the
best-known examples of a long-term carrier was Typhoid Mary, who carried Salmonella typhi and died in 1938. Over a period
of many years, she worked as a cook in the New York City area, moving from household to household under different names.
She was considered to have caused at least 10 typhoid fever outbreaks that included 51 cases and 3 deaths.

Copyright ©2009 Elsevier Inc. All rights reserved. - wwmdconsult.com
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ENDEMIC, EPIDEMIC, AND PANDEMIC

Three other terms need to be defined: endemic, epidemic, and pandemic. Endemic is defined as the habitual presence of a
disease within a given geographic area. It may also refer to the usual occurrence of a given disease within such an area.
Epidemic is defined as the occurrence in a community or region of a group of illnesses of similar nature, clearly in excess of
normal expectancy, and derived from a common or from a propagated source ( Fig. 2-6 ). Pandemic refers to a worldwide
epidemic.

No. of cases of a disease

"Endemic” "Epidemic"

Figure 2-6 Enderric versus epidenic disease.

How do we know when we have an excess over what is expected? Indeed, how do we know how much to expect? There is
no precise answer to either question. Through ongoing surveillance, we may determine what the usual or expected level may
be. With regard to excess, sometimes an “interocular test” may be convincing: the difference is so clear that it hits you
between the eyes.

For example, in December 1952, a dense smoke-laden fog (smog) descended on London. From December 6 to 9, the fog
was so thick that visibility was reduced to 30 feet in parts of London. Pedestrians had difficulty finding their way, even in
familiar neighborhoods. At times, people could not see their own hands and feet. Figure 2-7 shows trends over this time in the
mortality rates and in sulfur dioxide (SO5) level. The SO; level serves as a useful indicator of general levels of air pollution. As

seen in Figure 2-7 , the fog was accompanied by a rapid rise in the mortality rate, clearly exceeding the usual mortality rate.
This rate remained elevated for some time after the fog dissipated. More than 4,000 deaths were attributed to the fog.
Recently, further analyses have suggested that about 12,000 excess deaths occurred from December 1952 through
February 1953.[3] Many of these deaths occurred in people who were already suffering from chronic lung or cardiovascular
disease. The disaster of the London Fog, or the Great Smog, as it became known, led to legislation, including the Clean Air
Acts of 1956 and 1968, which banned emissions of black smoke and required residents of urban areas and operators of
factories to convert to smokeless fuel.
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Figure 2-7 Approximate weekly nortality and SO, concentrations for Greater London, 1952-1953. (From Bell ML, Davis DL: Reassessment of the lethal London
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Fog of 1952: Novel indicators of acute and chronic consequences of acute exposure to air pollution. Environ Health Perspect 109[Suppl 3]:389-394, 2001.)
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DISEASE OUTBREAKS

Let us assume that a food becomes contaminated with a microorganism. If an outbreak occurs in the group of people who
have eaten the food, it is called a common-vehicle exposure, because all the cases that developed were in persons exposed
to the food in question. The food may be served only once, for example, at a catered luncheon, resulting in a single exposure
to the people who eat it, or the food may be served more than once, resulting in multiple exposures to people who eat it more
than once. When a water supply is contaminated with sewage because of leaky pipes, the contamination can be either
periodic, causing multiple exposures as a result of changing pressures in the water supply system that may cause
intermittent contamination, or continuous, in which a constant leak leads to persistent contamination. The epidemiologic
picture that is manifested depends on whether the exposure is single, multiple, or continuous.

For purposes of this discussion, we will focus on the single-exposure, common-vehicle outbreak because the issues
discussed are most clearly seen in this type of outbreak. What are the characteristics of such an outbreak? First, such
outbreaks are explosive; there is a sudden and rapid increase in the number of cases of a disease in a population. Second,
the cases are limited to people who share the common exposure. This is self-evident, because in the first wave of cases we
would not expect the disease to develop in people who were not exposed unless there were another source of the disease in
the community. Third, in a food-borne outbreak, cases rarely occur in persons who acquire the disease from a primary case.
The reason for the relative rarity of such secondary cases in this type of outbreak is not well understood.

Over recent decades, a growing number of outbreaks of acute gastroenteritis (AGE) have occurred aboard cruise ships.
During the first 11 months of 2002, the Centers for Disease Control and Prevention (CDC) received reports of 21 outbreaks
of AGE, of which 9 were confirmed by laboratory tests of stool specimens to be associated with noroviruses (from the
Norwalk virus family). One of these outbreaks is shown in Figure 2-8 . [4] On October 25, a cruise ship with 2,882 passengers
and 944 crew members left Spain for a 14-day cruise to Florida. On October 28, a total of 70 (2.5%) of the passengers
reported to the infirmary with AGE. By November 2, a total of 106 passengers (5%) and 25 (3%) of the crew had reported
illnesses. Figure 2-8 shows the rapid rise in the number of cases and the tapering off of the epidemic curve, typical of single-
exposure common-vehicle outbreaks. Results of tests on stool specimens from four of six passengers were positive for a
strain of norovirus that was different from that observed in previous outbreaks on cruise ships. ll crew members were
quarantined until they were symptom-free for 72 hours, the ship was disinfected, and sanitary practices were reinforced. No
additional outbreaks were reported in subsequent cruises on this ship. [4]
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Figure 2-8 Nunber of passengers and crew members reporting to the ship's infirmary with syrmptons of acute gastroenteritis during a 14-day cruise by date of
ilness onset, Spain to Florida, October 25-Noverrber 8, 2002. (From Centers for Disease Control and Prevention: Outbreaks of gastroenteritis associated with
noroviruses on cruise ships—Uhited States, 2002. MMWR 51[49]:112-115, 2002.)
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DETERMINANTS OF DISEASE OUTBREAKS

The amount of disease in a population depends on a balance between the number of people in that population who are
susceptible, and therefore at risk for the disease, and the number of people who are not susceptible, or immune, and
therefore not at risk. They may be immune because they have had the disease previously or because they have been
immunized. They also may be not susceptible on a genetic basis. Clearly, if the entire population is immune, no epidemic will
develop. But the balance is usually struck somewhere in between immunity and susceptibility, and when it moves toward
susceptibility, the likelihood of an outbreak increases. This has been observed particularly in formerly isolated populations
who were exposed to disease. For example, in the 19th century, Panum observed that measles occurred in the Faroe Islands
in epidemic form when infected individuals entered the isolated and susceptible population. [5] In another example, severe
outbreaks of streptococcal sore throats developed when new susceptible recruits arrived at the Great Lakes Naval Station. [6]

Copyright © 2009 Elsevier Inc. All rights reserved. - ww.mdconsult.com
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HERD IMMUNITY

Herd immunity may be defined as the resistance of a group of people to an attack by a disease to which a large proportion of
the members of the group are immune. If a large percentage of the population is immune, the entire population is likely to be
protected, not just those who are immune. Why does herd immunity occur? It happens because disease spreads from one
person to another in any community. Once a certain proportion of people in the community are immune, the likelihood is small
that an infected person will encounter a susceptible person to whom he can transmit the infection; more of his encounters will
be with people who are immune. The presence of a large proportion of immune persons in the population lessens the
likelihood that a person with the disease will come into contact with a susceptible individual.

Why is the concept of herd immunity so important? When we carry out immunization programs, it may not be necessary to
achieve 100% immunization rates to immunize the population successfully. We can achieve highly effective protection by
immunizing a large part of the population; the remaining part will be protected because of herd immunity.

For herd immunity to exist, certain conditions must be met. The disease agent must be restricted to a single host species
within which transmission occurs, and that transmission must be relatively direct from one member of the host species to
another. If we have a reservoir in which the organism can exist outside the human host, herd immunity will not operate
because other means of transmission are available. In addition, infections must induce solid immunity. If immunity is only
partial, we will not build up a large subpopulation of immune people in the community.

What does this mean? Herd immunity operates if the probability of an infected person encountering every other individual in
the population (random mixing) is the same. But if a person is infected and all his interactions are with people who are
susceptible (i.e., there is no random mixing of the population), he is likely to transmit the disease to other susceptible people.
Herd immunity operates optimally when populations are constantly mixing together. This is a theoretical concept because,
obviously, populations are never completely randomly mixed. All of us associate with family and friends, for example, more
than we do with strangers. However, the degree to which herd immunity is achieved depends on the extent to which the
population approaches a random mixing. Thus, we can interrupt the transmission of disease even if not everyone in the
population is immune, so long as a critical percentage of the population is immune.

What percentage of a population must be immune for herd immunity to operate? This percentage varies from disease to
disease. For example, in the case of measles, which is highly communicable, it has been estimated that 94% of the
population must be immune before the chain of transmission is interrupted.

Let us consider poliomyelitis immunization and herd immunity. From 1951 to 1954, an average of 24,220 cases of paralytic
poliomyelitis occurred in the United States each year. Two types of vaccine are available. The oral polio vaccine (OPV) not
only protects those who are vaccinated, but also protects others in the community through secondary immunity, produced
when the vaccinated individual spreads the active vaccine virus to contacts. In effect, the contacts are immunized by the
spread of virus from the vaccinated person. If enough people in the community are protected in this way, the chain of
transmission is interrupted. However, even inactivated poliovirus vaccine (IPV), which does not produce secondary immunity
(does not spread the virus), can produce herd immunity if enough of the population is immunized; even those who are not
immunized will be protected because the chain of transmission in the community has been interrupted.

From 1958 to 1961, only IPV was available in the United States. Figure 2-9 shows both the expected number of cases each
year if the vaccine had protected only those who received the vaccine and the number of polio cases actually observed.
Clearly, the number of cases that occurred was far less than what would have been expected from the direct effects of the
vaccine alone. The difference between the two curves represents the effect of herd immunity from the vaccine. Thus,
nonimmunized individuals can gain some protection from either the OPV or IPV.
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Figure 2-9 Hfect of Herd Inmrunity: expected and observed nunbers of paralytic poliomyelitis cases, United States, 1958-1961. (Adapted by permission of
American Academy of Pediatrics News. Copyright 1998. From Stickle G: Observed and expected poliomyelitis in the Lhited States, 1958-1961. AmJ Public
Health 54:1222-1229, 1964.)
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INCUBATION PERIOD

The incubation period is defined as the interval from receipt of infection to the time of onset of clinical illness. If you become
infected today, the disease with which you are infected may not develop for a number of days or weeks. During this time, the
incubation period, you feel completely well and show no signs of the disease.

Why doesn—t disease develop immediately at the time of infection? What accounts for the incubation period? It may reflect
the time needed for the organism to replicate sufficiently until it reaches the critical mass needed for clinical disease to result.
It probably also relates to the site in the body at which the organism replicates—whether it replicates superficially, near the
skin surface, or deeper in the body. The dose of the infectious agent received at the time of infection may also influence the
length of the incubation period. With a large dose, the incubation period may be shorter.

The incubation period is also of historical interest because it is related to what may have been the only medical advance
associated with the Black Death in Europe. In 1374, when people were terribly frightened of the Black Death, the Veenetian
Republic appointed three officials who were to be responsible for inspecting all ships entering the port and for excluding ships
that had sick people on board. It was hoped that this intervention would protect the community. In 1377, in the ltalian seaport
of Ragusa, travelers were detained in an isolated area for 30 days (trentini giorni) after arrival to see whether infection
developed. This period was found to be insufficient, and the period of detention was lengthened to 40 days (quarante giorni).
This is the origin of the word quarantine.

How long would we want to isolate a person? We would want to isolate a person until he or she is no longer infectious to
others. When a person is clinically ill, we generally have a clear sign of potential infectiousness. An important problem arises
before the person becomes clinically ill—that is, during the incubation period. If we knew when he or she became infected
and also knew the general length of the incubation period for the disease, we would want to isolate the infected person during
this period to prevent the communication of the disease to others. In most situations, however, we do not know that a person
has been infected, and we may not know until signs of clinical disease become manifest.

This leads to an important question: Is it worthwhile to quarantine—isolate—a patient, such as a child with chickenpox? The
problem is that, during at least part of the incubation period, when a person is still free of clinical iliness, he or she can
transmit the disease to others. Thus, we have people who are not (yet) clinically ill, but who have been infected and are able
to transmit the disease. For many common childhood diseases, by the time clinical disease develops in the child, he or she
has already transmitted the disease to others. Therefore, isolating such a person at the point at which he or she becomes
clinically ill will not necessarily be effective. On the other hand, isolation can be very valuable. In February 2003 a serious
respiratory illness was first reported in Asia (having occurred in 2002) and was termed severe acute respiratory syndrome
(SARS). The disease is characterized by fever over 38°C, headache, overall discomfort, and, after 2 to 7 days, development
of cough and difficulty in breathing in some patients. The cause of SARS has been shown to be infection with a previously
unrecognized human coronavirus, called SARS-associated coronavirus.

SARS appears to spread by close, person-to-person contact. Because modern travel, particularly air travel, facilitates rapid
and extensive spread of disease, within a few months the iliness had spread to more than two dozen countries in North
America, South America, Europe, and Asia. However, by late July 2003, no new cases were being reported and the outbreak
was considered contained. However, the possibility remains that SARS outbreaks will occur again in the future.

The World Health Organization reported that worldwide, 8,437 people became ill with SARS during the November 2002 to
July 2003 outbreak and of those, 813 died ( Table 2-3 ). The differences in case-fatality among different countries are at least
partially attributable to differences in completeness of reporting and to international variations in defining and diagnosing
SARS. Amajor contributor to control of the epidemic was probably the strong measures implemented early for isolating
probable SARS cases and for reducing interpersonal contacts of travelers with a history of travel to highly affected areas.

TABLE 2-3 -- Probable Cases of Severe Acute Respiratory Syndrome (SARS), SARS-Related Deaths, and SARS Case-
Fatality, by Country, November 1, 2002—July 11, 2003

Country Cumulative Number of Cases Number of Deaths Case-Fatality (%)
Canada 250 38 15.2

China 5,327 348 6.5

China, Hong Kong 1,755 298 17.0

Singapore 206 32 155

Taiwan 671 84 12.5

United States 75 00.0

Vietnam 63 579

All other countries 90 8 8.9

All countries 8,437 813 9.6

Data from SarsNet-Isolates, Activity, hh‘p://rhone.b3e.jussieu.fr/sarsnet/MMM/activity.htm/@‘, July 19, 2003.
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Different diseases have different incubation periods. A precise incubation period does not exist for a given disease; rather, a
range of incubation periods is characteristic for that disease. Figure 2-10 shows the range of incubation periods for several
diseases. In general, the length of the incubation period is characteristic of the infective organism.
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Figure 2-10 Incubation periods of viral diseases. (From Evans AS, Kaslow RA [eds]: Viral Infections of Humans: Epidemiology and Conitrol, 4th ed. New York,
Plenum, 1997.)

The incubation period for infectious diseases has its analogue in noninfectious diseases. Thus, even when an individual is
exposed to a carcinogen or other toxin, the disease is often manifest only after months or years. For example,
mesotheliomas resulting from asbestos exposure may occur 20 to 30 years after the exposure.

Figure 2-11 is a graphic representation of an outbreak of Salmonella typhimurium at a medical conference in Wales in 1986.
Each bar represents the number of cases of disease developing at a certain point in time after the exposure; the number of
hours since exposure is shown along the horizontal axis. If we draw a line connecting the tops of the bars it is called the
epidemic curve, which is defined as the distribution of the times of onset of the disease. In a single-exposure, common-
vehicle epidemic, the epidemic curve represents the distribution of the incubation periods. This should be intuitively apparent:
if the infection took place at one point in time, the interval from that point to the onset of each case is the incubation period in
that person.
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Figure 2-11 Incubation periods for 191 delegates affected by a Salmonella typhimurium outbreak at a medical conference in Wales, 1986. (Adapted from Glynn
JR, Palmer SR: Incubation period, severity of disease, and infecting dose: Evidence from a Salmonella outbreak. Am J Epidemiol 136:1369-1377, 1992.)

As seen in Figure 2-11 , there was a rapid, explosive rise in the number of cases within the first 16 hours, which suggests a
single-exposure, common-vehicle epidemic. In fact, this pattern is the classic epidemic curve for a single-exposure common-
vehicle outbreak ( Fig. 2-12, left). The reason for this configuration is not known. But it has an interesting property: if the curve
is plotted against the logarithm of time rather than against time, the curve becomes a normal curve (see Fig. 2-12, right). If
plotted on log-normal graph paper, we obtain a straight line, and estimation of the median incubation period is facilitated.
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Figure 2-12 Nurrber of cases plotted against time and against the logarithmof time.

The three critical variables in investigating an outbreak or epidemic are: (1) When did the exposure take place? (2) When did
the disease begin? and (3) What was the incubation period for the disease? If we know any two of these, we can calculate
the third.

Copyright © 2009 Elsevier Inc. All rights reserved. - ww.mdconsult.com
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ATTACK RATE

An attack rate is defined as:
Number of people at risk in whom
a certain illness develops

Total number of people at risk

The attack rate is similar to the incidence rate, which is also used for less acute diseases. The attack rate (or the incidence
rate) is useful for comparing the risk of disease in groups with different exposures. The attack rate can be specific for a given
exposure. For example, the attack rate in people who ate a certain food is called a food-specific attack rate. It is calculated
by:

Number of people at risk in whom
a certain illness develops

Total number of people at risk

In general, time is not explicitly specified in an attack rate; given what is usually known about how long after an exposure most
cases develop, the time period is implicit in the attack rate. Examples of calculating attack rates are seen in Table 2-5 ( p. 34

).

TABLE 2-5 -- Food-Specific Attack Rates for ltems Consumed August 16, 1974, Dade County Jail, Miami

ATE DID NOT EAT
Item Consumed Sick Total % Sick (Attack Rate) Sick Total % Sick (Attack Rate) P
Beverage 179 264 67.8 22 50 440 <.010
Egg salad sandwiches 176 226 77.9 2r 73 370 <.001

From Centers for Disease Control and Prevention: Outbreak of foodborne streptococcal disease. MMWR 23:365, 1974.

Aperson who acquires the disease from that exposure (e.g., from a contaminated food) is called a primary case. Aperson
who acquires the disease from exposure to a primary case is called a secondary case. The secondary attack rate is
therefore defined as the attack rate in susceptible people who have been exposed to a primary case. It is a good measure of
person-to-person spread of disease after the disease has been introduced into a population, and it can be thought of as a
ripple moving out from the primary case. We often calculate the secondary attack rate in family members of the index case.

The secondary attack rate also has application in noninfectious diseases when family members are examined to determine
the extent to which a disease clusters among first-degree relatives of an index case, which may yield a clue regarding the
relative contributions of genetic and environmental factors to the cause of a disease.

Copyright © 2009 Elsevier Inc. All rights reserved. - ww.mdconsult.com
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EXPLORING THE OCCURRENCE OF DISEASE

The concepts outlined in this chapter form the basis for exploring the occurrence of disease. When a disease appears to
have occurred at more than an endemic level, and we wish to investigate its occurrence, we ask:

Who was attacked by the disease?

When did the disease occur?

Where did the cases arise?

It is well known that disease risk is affected by all of these factors.

Who

The characteristics of the human host are clearly related to disease risk. Factors such as sex, age, and race have a major
effect.

Gonorrhea

As shown in Figure 2-13 , rates of gonorrhea have been higher in men than in women, and this sex differenceis observed at
least as far back as 1960 (not shown in this graph). Because women are more likely to be asymptomatic, the disease in
women has probably been underreported. Rates have been decreasing in both men and women over the past few decades,
and in recent years, the sex difference has largely disappeared, possibly as a result of increased screening in women.
However, despite the declines in rates, neither male nor female rates reached the level of the national objective in the United
States, that of the Healthy People Year 2010 target, shown by the dotted line. Indeed, since 1997, rates in both men and
women have increased slightly.

Rate [per 100,000 population)
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Note: The Healthy People 2010 targel for gonarmhea is 1900 cases per 100,000 population.

Figure 2-13 Gonorrhea, repor-ted cases per 100,000 by sex, United States, 1986-2005, and the Healthy People Year 2010 target. (From Centers for Disease
Control and Prevention: STD Surveillance, National Profile—Gonorrhea, 2005. MMM/cdc.gov/std/statsOS/ﬁgures/ﬂg12.htm@ )

Pertussis

In 2004, the incidence rate of reported pertussis in the United States increased for the third year in a row. The rate reached
8.9 cases per 100,000 population, more than twice that reported in 2003. In 1994, the rate was 1.8. The number of cases in
2004 was the highest reported since 1959. Although childhood pertussis vaccine coverage levels are high in the United
States, pertussis continues to cause morbidity. Some of this increase may result from improved diagnostics, as well as
recognition and reporting of cases. As seen in Figure 2-14 , the lowest rates for pertussis in the United States were observed
from 1974 to 1981. Interestingly, since 1993, the number of cases reported after each epidemic year has not returned to the
baseline of the pre-epidemic year.
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Figure 2-14 Pertussis (w hooping cough), reported cases per 100,000 population by year, United States, 1974-2004. (From Centers for Disease Control and
Prevention: Summary of notifiable diseases, Lhited States: 2004. MMWR 53[53]:1-79, 2006.)

Pertussis occurrence is clearly related to age ( Fig. 2-15 ). Although, the number of reported cases was highest in children
ages 10 to 14 (as seen in Fig. 2-15 ), the highest rate of pertussis was in infants less than 6 months of age (136.5 per
100,000 population) (not shown in Fig. 2-15 ). Among older infants aged 6 to 11 months, the rate was 31.8 per 100,000. Two
thirds of pertussis cases in the United States are now seen in adolescents and adults. Although the specific cause of this
phenomenon is unknown, it could result from a waning of protection 5 to 10 years after pertussis immunization.
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Figure 2-15 Pertussis (whooping cough), reported nurrbers of cases by age group, United States, 2004. (From Centers for Disease Control and Prevention:
Summary of notifiable diseases, Uhited States: 2004. MMWR 53[53]:1-79, 2006.)

When

Certain diseases occur with a certain periodicity. For example, aseptic meningitis peaks yearly ( Fig. 2-16 ). Often, there is a
seasonal pattern to the temporal variation. For example, diarrheal disease is most common during the summer months, and
respiratory disease is most common during the winter months. The question of when is also addressed by examining trends
in disease incidence over time. For example, in the United States, both incidence of, and deaths from, acquired
immunodeficiency syndrome (AIDS) increased for many years, but began to decline in 1996, largely as a result of new
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therapy and health education efforts.
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Figure 2-16 Aseptic meningitis, reported cases per 100,000 population by month, United States, 1986-1993. (From Centers for Disease Control and Prevention:
Summary of notifiable diseases, Uhited States: 1993. MMWR 42:22, 1994.)

Where

Disease is not randomly distributed in time or place. For example, Figure 2-17 shows the geographic distribution of Lyme
disease in the United States, by county, in 2005. There is a clear clustering of cases along the Northeast coast, in the north-
central part of the country, and in the Pacific coast region. The states in which established enzootic cycles of Borrelia
burgdorferi, the causative agent, have been reported accounted for 94% of the cases. The distribution of the disease closely
parallels that of the deer tick vector.

—ie B 1-14 Il 15

Figure 2-17 Lyne disease, reported cases by county, United States, 2005. (From Centers for Disease Control and Prevention: Summary of notifiable diseases,
Uhited States, 2005. MMWR 54[53]:2-92, 2007.)

Adramatic example of spread of disease is seen with West Nile virus (WNV) in the United States. [7] WNV was first isolated
and identified in 1937 in the West Nile region of Uganda, and for many years, it was found only in the Eastern hemisphere.
The basic cycle of the disease is bird-mosquito-bird. Mosquitoes become infected when they bite infected birds. When
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mosquitoes that bite both birds and humans become infected, they pose a threat to people. Most human infections are
subclinical, but approximately 1 of 150 infections in recent years has resulted in meningitis or encephalitis. The risk of
neurologic disease is significantly increased in people older than 50 years of age. Other symptoms include fever, nausea and
vomiting, rash, headache, and muscle weakness. The case-fatality can be as high as 14%. Advancing age is a major risk
factor for death from WNV, with one study reporting death nine times as frequently in older compared with younger patients.
Treatment is supportive, and prevention is largely addressed through mosquito control and the use of insect repellents.
Tracking the distribution of the disease depends on surveillance for human cases, and on monitoring birds and animals for
the disease and deaths from the disease.

WNV was first identified in New York City in 1999. Figure 2-18 shows the rapid spread of WNV across the United States from
1999 to 2002. In 2002, human cases were reported from 619 counties in 37 states and the District of Columbia. Of the 3,389
cases of WNV-associated disease reported, 2,354 patients (69%) had West Nile meningoencephalitis. Looking at data from
the 2002 outbreak of WNV meningoencephalitis in Figure 2-19 , we see that the epidemic peaked in August, with the peak
occurring 1 week earlier in the south (gray bars) than in the north (blue bars). Nine percent of people who developed West
Nile meningoencephalitis died. Figure 2-20 shows the picture for 2006 and the number of cases reported by state. Much
remains to be learned about this disease to facilitate treatment, prevention, and control.

Figure 2-18 West Nie virus activity by state, United States, 1999-2002. NHC, no hurmen cases. (From Centers for Disease Control and Prevention: Provisional
surveillance summary of the West Nile Virus epidemic, United States, January-November, 2002. MMWR 51[50]:1129-1133, 2002.)
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Figure 2-19 Nurrber of human West Nile meningoencephalitis cases, by location and week and nonth of illness onset, United States, June—Novenber 2002. (From
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Centers for Disease Control and Prevention: Provisional surveillance summary of the West Nile Virus epidemic, Uhited States, January-November, 2002. MMWR
51[50]:1129-1133, 2002.)

B Indicates human disease case(s).
Avian, animal or mosquito infections.

Figure 2-20 West Nile Virus activity in the United States, 2006 (Reported to CDC as of February 6, 2007). (From Centers for Disease Control and Prevention: West
Nile Virus: Statistics, Surveillance and Control. wwwcdc.govncidod/dvbidinestnile/Mapsactivity/surv&control OGMaps.htm@' )

Copyright ©2009 Elsevier Inc. All rights reserved. - ww.mdconsult.com

51/ 466



Gordis: Epidemiology, 4th ed.
Copyright © 2008 Saunders, An Inprint of Bsevier

OUTBREAK INVESTIGATION

The characteristics just discussed are the central issues in virtually all outbreak investigations. The steps for investigating an
outbreak follow this general pattern ( Table 2-4 ).

TABLE 2-4 -- Steps in Investigating an Acute Outbreak

Investigating an acute outbreak may be primarily deductive (i.e., reasoning from premises or propositions proved previously) or
inductive (i.e., reasoning from particular facts to a general conclusion), or it may be a combination of both.

Important considerations in investigating an acute outbreak of infectious diseases include determining that an outbreak has in
fact occurred and defining the extent of the population at risk, determining the measure of spread and reservoir, and
characterizing the agent.

Steps commonly used are listed below, but depending on the outbreak, the exact order may differ.

1. Define the outbreak and validate the existence of an outbreak
a. Define the “numerator” (cases)
(1) Clinical features: is the disease known?
(2) What are its serologic or cultural aspects?
(3) Are the causes partially understood?

b. Define the “denominator”: What is the population at risk of developing disease?
c. Determine whether the observed number of cases clearly exceeds the expected number
d. Calculate the attack rates
2. Examine the distribution of cases by the following:
a. time

b. Place}Look for time—place interactions

3. Look for combinations (interactions) of relevant variables
4. Develop hypotheses based on the following:

a. Existing knowledge (if any) of the disease

b. Analogy to diseases of known etiology

c. Findings from investigation of the outbreak

5. Test hypotheses
a. Further analyze existing data (case-control studies)
b. Refine hypotheses and collect additional data that may be needed

6. Recommend control measures
a. Control of current outbreak

b. Prevention of future similar outbreaks

7. Prepare a written report of the investigation and the findings
8. Communicate findings to those involved in policy development and implementation and to the public

Cross-Tabulation

When confronted with several possible causal agents as is often the case in a food-borne disease outbreak, a very helpful
method for determining which of the possible agents is likely to be the cause is called cross-tabulation.This is illustrated by an
outbreak of food-borne streptococcal disease in a Florida jail reported some years ago by the CDC. [g]

In August 1974, an outbreak of group A B-hemolytic streptococcal pharyngitis affected 325 of 690 inmates. On a questionnaire
administered to 185 randomly selected inmates, 47% reported a sore throat between August 16 and August 22. Based on a
second questionnaire, food-specific attack rates for items that were served to randomly selected inmates showed a
significant association between two food items and the risk of developing a sore throat: beverage and egg salad served at
lunch on August 16 ( Table 2-5).

In Table 2-5 , for each of the suspected exposures (beverage and egg salad), the attack rate was calculated for those who ate
or drank the item (were exposed) and those who did not eat or drink the item (were not exposed). For both the beverage and
the egg salad, attack rates are clearly higher among those who ate or drank the item than among those who did not.

However, this table does not permit us to determine whether the beverage or the egg salad accounted for the outbreak.

In order to answer this question, we use the technique of cross-tabulation. In Table 2-6 , we again examine the attack rates in
those who ate egg salad compared with those who did not, but this time we do so separately for those who drank the
beverage and for those who did not.
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TABLE 2-6 -- Cross-Table Analysis for Egg Salad and Beverage Consumed August 16, 1974, Dade County Jail, Miami

ATE EGG SALAD DID NOT EAT EGG SALAD
Sick Well Total % Sick (Attack Rate) Sick Well Total % Sick (Attack Rate)
Drank beverage 152 49 201 75.6 19563 72 264
Did not drink beverage 12 3 1580.0 721 28 250

From Centers for Disease Control and Prevention: Outbreak of foodborne streptococcal disease. MMWR 23:365, 1974.

Looking at the data by columns, we see that both among those who ate egg salad and among those who did not, drinking the
beverage did not increase the incidence of streptococcal iliness (75.6% vs. 80% and 26.4% vs. 25%, respectively). However,
looking at the data in the table horizontally, we see that eating the egg salad significantly increased the attack rate of the
illness, both in those who drank the beverage (75.6% vs. 26.4%) and in those who did not (80% vs. 25%). Thus, the egg
salad is clearly implicated.

This example demonstrates the use of crosstabulation in a food-borne outbreak of an infectious disease, but the method has
broad applicability to any condition in which multiple etiologic factors are suspected. It is discussed further in Chapter 15 .

Copyright © 2009 Elsevier Inc. All rights reserved. - ww.mdconsult.com
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CONCLUSION

This chapter reviewed some basic concepts that underlie the epidemiologic approach to acute communicable diseases.
Many of these concepts apply equally well to nonacute diseases that at this time do not appear to be infectious in origin.
Moreover, for an increasing number of chronic diseases originally thought to be noninfectious, infection seems to play some
role. Thus, hepatitis B infection is a major cause of primary liver cancer. Papillomaviruses have been implicated in cervical
cancer, and Epstein-Barr virus has been implicated in Hodgkin disease. The boundary between the epidemiology of infectious
and noninfectious diseases has blurred in many areas. In addition, even for diseases that are not infectious in origin, the

patterns of spread share many of the same dynamics, and the methodologic issues in studying them are similar. Many of
these issues are discussed in detail in Section Il .

Copyright ©2009 Elsevier Inc. All rights reserved. - wwvmdconsult.com
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REVIEW QUESTIONS FOR CHAPTER 2

1.  Endemic means that a disease
a. Occurs clearly in excess of normal expectancy

Is habitually present in human populations
Affects a large number of countries simultaneously
Exhibits a seasonal pattern

IS <

Is prevalent among animals

Questions 2 and 3 are based on the information given below:

The first table shows the total number of persons who ate each of two specified food items that were possibly
infective with group A streptococci. The second table ( p. 36 ) shows the number of sick persons (with acute sore
throat) who ate each of the various specified combinations of the food items.

Total Number of Persons Who Ate Each Specified Combination of Food ltems

Ate Tuna Did Not Eat Tuna
Ate egg salad 75 100
Did not eat egg salad 200 50

Total Number of Persons Who Ate Each Specified Combination of Food Items and Who Later Became Sick

(with Acute Sore Throats)

Ate Tuna Did Not Eat Tuna
Ate egg salad 60 75
Did not eat egg salad 70 15

2. Whatis the sore throat attack rate in persons who ate both egg salad and tuna?

a. 60/75

b. 70/200

c. 60/135

d. 60/275

e. None of the above

3. According to the results shown in the preceding tables, which of the following food items (or combination of food
items) is most likely to be infective?

a. Tunaonly
b. Egg salad only
c. Neither tuna nor egg salad
d. Both tuna and egg salad
e. Cannot be calculated from the data given
4. Inthe study of an outbreak of an infectious disease, plotting an epidemic curve is useful because:
a. [t helps to determine what type of outbreak (e.g., single-source, person-to-person) has occurred
b. It shows whether herd immunity has occurred
c. It helps to determine the median incubation period
d. aandc
e. ab,andc
5.  Which of the following is characteristic of a single-exposure, common-vehicle outbreak?
a. Frequent secondary cases
b. Increasing severity with increasing age
c. Explosive
d. Cases include both people who have been exposed and those who were not exposed
e. All of the above
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Chapter 3 — Measuring the Occurrence of Disease: |. Morbidity

We owe all the great advances in knowledge to those who endeavor to find out how much there is of
anything.

—James Maxwell, physicist (1831-1879)

If you can measure that of which you speak, and can express it by a number, you know something of
your subject, but if you cannot measure it, your knowledge is meager and unsatisfactory.

—William Thomson, Lord Kelvin, engineer, mathematician, and physicist (1824-1907)

In Chapter 2 , we discussed how diseases are transmitted. It is clear from that discussion that in order to examine the
transmission of disease in human populations, we need to be able to measure the frequency of both disease occurrence and
deaths from the disease. In this chapter, we will therefore discuss how we use rates to express the extent of morbidity
resulting from a disease, and in the next chapter (see Chapter 4 ), we will turn to expressing the extent of mortality in
quantitative terms.

Let us begin this discussion by considering the development and course of a disease in an individual over a period of time.

Figure 3-1A shows the progression of disease in a population as reflected by the levels of illness and medical care. The
outside rectangle represents the total population, and the smaller rectangles represent progressively smaller subsets, from
sick to hospitalized patients. As a person becomes ill, he moves from the outside rectangle to the progressively smaller
rectangles in the diagram as shown by the curved arrows. As seen in Figure 3-1B , deaths occur in all of these rectangles as
shown by the small straight arrows, but the death rate is proportionately greater in groups with more severe illness.

Figure 3-2A shows the timeline for the development of a disease in an individual. An individual is healthy (i.e., without
disease), and at some point, biologic onset of a disease occurs. The person is often unaware of the point in time when the
disease begins. Later, symptoms develop and lead the patient to seek medical care. In certain situations, hospitalization may
be required, either for diagnosis or for treatment, or for both. In any case, at some point a diagnosis is made and treatment is
initiated. One of several outcomes can then result: cure, control of the disease, disability, or death.

What sources of data can be used to obtain information about the person's iliness? For the period of the illness that
necessitates hospitalization, medical and hospital records are useful ( Fig. 3-2B ). If hospitalization is not required,
physicians— records may be the best source. If we want information about the illness even before medical care was sought,
we may have to obtain this information from the patient, using a questionnaire or an interview. Not shown in this figure are the
records of health insurers, which at times can provide very useful information.

The source of data from which cases are identified clearly influences the rates that we calculate for expressing the frequency
of disease. For example, hospital records will not include data about patients who obtained care only in physicians— offices.
Consequently, when we see rates for the frequency of occurrence of a certain disease, we must identify the sources of the
cases and determine how the cases were identified. When we interpret the rates and compare them to rates reported in
other populations and at other times, we must take into consideration the characteristics of the sources from which the data
were obtained.

Occurrence of disease can be measured using rates or proportions. Rates tell us how fast the disease is occurring in a
population; proportions tell us what fraction of the population is affected. Let us turn to how we use rates and proportions for
expressing the extent of disease in a community or other population. In this chapter we discuss measures of illness or
morbidity; measures of mortality are discussed in Chapter 4 .

Total Population ~ Total Population

m—
Sick “ \

Seek Care «‘ Ry

Sick —y

Seek Care H L

Hospitalized

Hospitalized

A

Figure 3-1 A, The population: Progression fromhealth to varying degrees of disease severity. B, The population: progression fromhealth to varying degrees of
disease severity and the occurrence of deaths in each group. (Adapted from White KL, Williams TF, Greenberg BG: The ecology of medical care. N Engl J Med
265:885-892, 1961.)
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Figure 3-2 A, The natural history of disease. B, The natural history of disease and sorre sources of data relating to each interval.

MEASURES OF MORBIDITY
Incidence Rate

The incidence rate of a disease is defined as the number of new cases of a disease that occur during a specified period of
time in a population at risk for developing the disease.

Incidence rate per 1,000 =

No. of new cases of a disease occurring
in the population during

a specified period of time
specified period of time % 1,000

No. of persons who are at risk of
developing the disease during
that period of time

In this rate, the result has been multiplied by 1,000 so that we can express the incidence per 1,000 persons. The choice of
1,000 is completely arbitrary—we could have used 10,000, 1 million, or any other figure.

The critical element in defining incidence rate is NEW cases of disease. Incidence rate is a measure of events—the disease
is identified in a person who develops the disease and did not have the disease previously. Because the incidence rate is a
measure of events (i.e., transition from a nondiseased to a diseased state), the incidence rate is a measure of risk. This risk
can be looked at in any population group, such as a particular age group, males or females, an occupational group, or a
group that has been exposed to a certain environmental agent, such as radiation or a chemical toxin.

The denominator of an incidence rate represents the number of people who are at risk for developing the disease. For an
incidence rate to be meaningful, any individual who is included in the denominator must have the potential to become part of
the group that is counted in the numerator. Thus, if we are calculating incidence of uterine cancer, the denominator must
include only women, because men would not have the potential to become part of the group that is counted by the numerator,
that is, men are not at risk for developing uterine cancer. Although this point seems obvious, it is not always so clear, and we
shall return to this issue later in the discussion.

Another important issue regarding the denominator is the issue of time. Incidence measures can use two types of
denominators: people at risk who are observed throughout a defined time period; or, when all people are not observed for the
full time period, person-time (or units of time when each person is observed). Let us consider each of these approaches.
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People at Risk Who Are Observed throughout a Defined Time Period

In the first type of denominator for incidence rate, we specify a period of time, and we must know that all of the individuals in
the group represented by the denominator have been followed up for that entire period. The choice of time period is arbitrary:
We could calculate incidence in 1 week, incidence in 1 month, incidence rate in 1 year, incidence rate in 5 years, and so on.
The important point is that whatever time period is used in the calculation must be clearly specified, and all individuals
included in the calculation must have been observed (at risk) for the entire period. The incidence rate calculated using a
period of time during which all of the individuals in the population are considered to be at risk for the outcome is also called
cumulative incidence, which is a measure of risk.

When All People Are Not Observed for the Full Time Period, Person-Time, or Units of Time When Each Person Is Observed

Often, however, every individual in the denominator has not been followed for the full time specified for a variety of reasons,
including loss to follow-up or death from a cause other than that being studied. When different individuals are observed for
different lengths of time, we calculate an incidence rate (also called an incidence density), in which the denominator consists
of the sum of the units of time that each individual was at risk and was observed. This is called person-time and is often
expressed in terms of person-months or person-years of observation.

Let us consider person-years: One person at risk who is observed for one year = one person-year. One person at risk
observed for 5 years = 5 person-years. But 5 people at risk, each of whom is observed for only 1 year, also = 5 person-years.

Let us assume we have a 5-year study and 5 people have been observed for the entire period (as indicated by the arrow for
each in Fig. 3-3 ). In each ofthe 5 years of the study, all 5 participants are observed, so that we have 5 person-years (py) of
observation in each of the 5 years, for a total of 25 person-years of observation in the entire study.

#5 »
YEAR 1 -5 py
#  |——t—t——tet—Pp| YEAR 2 - 5 py
YEAR 3 -5 py
#3 » YEAR4 -5 py

YEAR5-5
#1 B

TOTAL = 25 py

1 2 3 4 5
YEARS

Figure 3-3 When all the people in the population being studied are observed for the entire period: Person-years of observation.

Now let us consider the situation where all 5 people at risk are not observed for the entire 5 years of the study but are
observed for different lengths of time ( Fig. 3-4A ). In this diagram, the two arrows represent 2 people who were observed for
all 5 years. The timelines for the 3 other people end with a red “X” which indicates the point at which the observation of each
individual ended, either because the event of interest occurred, or the person was lost to follow-up, or other problems.
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Figure 3-4 A-L, But what if the people at risk in the population are observed for different lengths of time? Calculation of person-time as person-years observed.

How do we calculate the total number of person-years observed in this study? Let us look at the first year of the study ( Fig. 3-
4B ). All 5 people were observed during the first year, so we have 5 person-years of observation in the first year ( Fig. 3-4C ).

Now look at the second year of the study ( Fig. 3-4D ). Note that participant #2 was only observed for the first year, so that in
the second year we have only 4 participants who contributed 4 person-years to the study ( Fig. 3-4E ).

Looking at the third year of the study, we see that participant #3 was only observed for the first 2 years of the study ( Fig. 3-4F
). Therefore, only 3 participants were observed in the third year generating 3 person-years of observation during the third year
( Fig. 3-4G ). These participants were also all observed for the fourth year of the study ( Fig. 3-4H ) and they again contributed
3 person-years of observation during the fourth year of the study ( Fig. 3-41).

Finally, let us look at the fifth year of the study ( Fig. 3-4J ). We see that participant #5 was only observed for the first 4 years
of the study. As a result, only 2 participants remained and were observed in the fifth year of the study. They contributed 2
person-years of observation during the fifth year ( Fig. 3-4K ). As seen in Figure 3-4L , we therefore had 5+ 4+ 3+ 3 + 2
person-years of observation during the entire 5-year study, yielding a total of 17 person-years of observation. (This compares
with 25 person-years of observation if all 5 participants had been observed throughout the entire 5 years of the study, as seen
in Figure 3-3 .) Thus, if people at risk are observed for different periods of time, the incidence rate is:

Incidence rate per 1,000 =
Number of NEW cases of a disease
occurring in a population during a
specified period of time

Total person-time (The sum of the
time periods of observation of each
person who has been observed for all or
part of the entire time period)

»* 1,000

Person-time is discussed further in Chapter 6 .
Attack Rate

Occasionally, time may be specified implicitly rather than explicitly. For example, in Chapter 2 we discussed investigating a
food-borne disease outbreak, in which we speak of an attack rate which is defined as the number of people exposed to a
suspect food who became ill, divided by the number of people who were exposed to that food. The attack rate does not
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explicitly specify the time interval because for many food-borne disease outbreaks we know that most cases occur within a
few hours or a few days after the exposure. Consequently, cases that develop months later are not considered part of the
same outbreak. However, in many situations, current knowledge of the biology and natural history of the disease does not
clearly define a time frame, and so the time must be stated explicitly. Afurther consideration is that attack rate is not truly a
rate but a proportion. Afood-borne attack rate actually tells us the proportion of all people who ate a certain food who became
ill.

Identifying New Cases in Order to Calculate Incidence

Practically speaking, when we wish to calculate incidence, how do we identify all new cases in a population during a specified
time period? In certain situations it may be possible to monitor an entire population over time with tests that can detect newly
developed cases of a disease. However, often this is not possible and instead a population is identified and screened for the
disease at baseline (prevalent cases defined in the next section) ( Fig. 3-5 ). Those who do not have the disease are followed
for the specified time, for example, 1 year, and they are then rescreened ( Fig. 3-6 ). Any cases that are identified clearly
developed during the 1-year period since those followed were free of disease at the beginning of the year. Thus these cases
are new or incident cases and serve as the numerator for the incidence rate.

DETERMINE WHO
HAS THE DISEASE  FOLLOW UP
INITIALLY AND WHO DOES ONLY THOSE
IDENTIFY A NOT: S\ WHO DID NOT
POPULATION: T:“‘" HAVE THE
~“*~ DISEASE AT
HAVE THE / BASELINE:
DISEASE
DEFINED DO NOT eophi
POPULATION HAVE THE DISEASE AT
DISEASE [~¥|
BASELINE

AT BASELINE

4

TIME

Figure 3-5 Identifying newly detected cases of a disease. Step 1: Screening for prevalent cases at baseline.

FOLLOW UP
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WHO DID NOT THE POPULATION
HAVE THE NEW AT ONE YEAR:
DISEASE AT (Incident)
BASELINE: e
DEVELOPED
DISEASE
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Figure 3-6 Identifying newly detected cases of a disease. Step 2: Follow-up and rescreening at 1 year to identify cases that developed during the year.

Although in most situations it is necessary to express incidence by specifying a denominator, at times, the number of cases
alone may be informative. For example, Figure 3-7 shows the number of expected and observed cases of tuberculosis
reported in the United States from 1980 to 1992. (Note that the vertical axis is a logarithmic scale.) The smallest number of
cases ever reported in a year in the United States (since reporting began) was in 1985. The number had declined from 1980
to 1985, and the figure shows the number of cases that would have been expected had the decline continued. However, the
decline suddenly stopped in 1985. From 1985 t01992, the reported number of cases of tuberculosis increased by 20%; had
the projected decline continued, approximately 51,700 fewer cases would have been expected. Much of the increase in
tuberculosis seen here was associated with simultaneous infection with human immunodeficiency virus (HIV). However, even
before acquired immunodeficiency syndrome (AIDS) and HIV were recognized as major public health problems, tuberculosis
had remained a serious, but often neglected, problem, particularly in certain urban areas of the United States. We see that
even a graph that plots numbers of cases without a denominator can be very helpful when there is no reason to suspect a
significant change in the denominator during a given time period.

50,000

45,000 0
40,000 1 gbsarveg gasas
35,000 - — Expected Cases

30,000 -
25,000 -

20,000 -

15,000 1 51,700 Excess Cases

Cases (Log Scale)

10,000 1

1080 1982 1984 1986 1988 1990 1992
Year

Figure 3-7 Expected and observed nunber of tuberculosis cases, United States, 1980-1992. (From Centers for Disease Control and Prevention: MMWR 42:696,
1993)

In general, however, our goal in calculating incidence is to be able to do so with the information needed for both the numerator
and denominator so that valid comparisons can be made. Figure 3-8 presents data on cancer incidence in the United States
for males (left) and females (right) from 1975 to 2003. As seen here, lung cancer incidence has been declining in men and
leveling off in women. After marked rises in incidence for many years, prostate cancer in men has been declining since 2001.
Breast cancer in women is also characterized by recent declines. After having been level for a number of years, colon and
rectal cancers have been decreasing in both men and women.
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Figure 3-8 Annual age-adjusted can-cer incidence rates anmong meles and ferrales for selected cancers, United States, 1975-2003. (From Surveillance,
Epidemiology, and End Result [SEER] Program. Delay-Adjusted Incidence Database: “SEER incidence delay-adjusted rates, 9 registries, 1975-2003.” National
Cancer Institute, released April 2006.)

Prevalence

Prevalence is defined as the number of affected persons present in the population at a specific time divided by the number of
persons in the population at that time, that is, what proportion of the population is affected by the disease at that time?

Prevalence per 1,000 =

No. of cases of a disease present
in the population at a specified time

: _ e 1,000
No. of persons in the population

at that specified time

For example, if we are interested in knowing the prevalence of arthritis in a certain community on a certain date, we might
visit every household in that community and, using interviews or physical examinations, determine how many people have
arthritis on that day. This number becomes the numerator for prevalence. The denominator is the population in the
community on that date.

What is the difference between incidence and prevalence? Prevalence can be viewed as a snapshot or a slice through the
population at a point in time at which we determine who has the disease and who does not. But in so doing, we are not
determining when the disease developed. Some individuals may have developed arthritis yesterday, some last week, some
last year, and some 10 or 20 years ago. Thus, when we survey a community to estimate the prevalence of a disease, we
generally do not take into account the duration of the disease. Consequently, the numerator of prevalence includes a mix of
people with different durations of disease, and as a result we do not have a measure of risk. If we wish to measure risk, we
must use incidence, because in contrast to prevalence, it includes only new cases or events and a specified time period
during which those events occurred.

In the medical and public health literature, the word prevalence is often used in two ways:

Point prevalence. Prevalence of the disease at a certain point in time—this is the use of the term prevalence that we have
just discussed.

Period prevalence. How many people have had the disease at any point during a certain time period? The time period
referred to may be arbitrarily selected, such as a month, a single calendar year, or a 5-year period. Some people may have
developed the disease during that period, and others may have had the disease before and died or been cured during that
period. The important point is that every person represented by the numerator had the disease at some time during the period
specified.

The two types of prevalence, as well as cumulative incidence, are illustrated in Table 3-1 using questions regarding asthma.

TABLE 3-1 -- Examples of Point and Period Prevalence and Cumulative Incidence in Interview Studies of Asthma
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Interview Question Type of Measure
“Do you currently have asthma?” Point prevalence
“Have you had asthma during the last [n] years?” Period prevalence
“Have you ever had asthma?” Cumulative incidence

Returning to point prevalence, practically speaking, it is virtually impossible to survey an entire city on a single day. Therefore,
although conceptually we are thinking in terms of a single point in time, in reality, the survey would take much longer. When
we see the word prevalence used without any modifier, it generally refers to point prevalence, and for the rest of this chapter,
we will use prevalence to mean point prevalence.

Let us consider incidence and prevalence. Figure 3-9 shows five cases of a disease in a community in 2008. The first case
of the disease occurred in 2007, and the patient died in 2008.

JAN DEC
2008 2008

Figure 3-9 Exanrple of incidence and prevalence: I.

The second case developed in 2008 and continued into 2009. The third case was a person who became ill in 2008 and was
cured in 2008. The fourth caseoccurred in 2007, and the patient was cured in 2008. The fifth case occurred in 2007 and
continued through 2008 and into 2009.

For this example, we will consider only the cases (numerators) and will ignore the denominators. In this example, what is the
numerator for incidence in 2008? We know that incidence counts only new cases, and because two of the five cases
developed in 2008, the numerator for incidence in 2008 is 2.

What about the numerator for point prevalence in 20082 This depends on when we do our prevalence survey ( Fig. 3-10 ). If
we do the survey in May, the numerator will be 4. If we do the survey in July, the numerator will also be 4. If we do the survey
in September, however, the numerator will be 3, and if we do it in December, the numerator will be 2. Thus, the prevalence
will depend on the point during the year at which the survey is performed.
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Figure 3-10 Exanple of incidence and prevalence: II.

Figures 3-11 through 3-14 [11] [12] [13] [14] show the relationship between incidence and prevalence. Aflask is shown that
represents a community ( Fig. 3-11 ), and the beads in the flask represent the prevalent cases of a disease in the community.
How can we add to or increase the prevalence? As seen in Figure 3-12 , we can do so through incidence—Dby the addition of
new cases. What if we could drain beads from the flask and lower the prevalence? How might this be accomplished? As
seen in Figure 3-13 , it could occur through either death or cure. Clearly, these two outcomes represent a major difference to
a patient, but with regard to prevalence, cure and death have the same effect: they reduce the number of diseased persons in
the population and thus lower prevalence. Therefore, what exists is the dynamic situation shown in Figure 3-14 . Acontinual
addition of new cases (incidence) is increasing the prevalence, while death and/or cure is decreasing the prevalence.

<==Prevalence

Figure 3-11 Relationship betw een incidence and prevalence: I.
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This effect of lowering prevalence through either death or cure underlies an important issue in public health and clinical
medicine. For example, when insulin first became available, what happened to the prevalence of diabetes? The prevalence
increased because diabetes was not cured, but was only controlled. Many patients with diabetes who formerly would have
died now survived; therefore, the prevalence increased. This seeming paradox is often the case with public health programs:
a new measure is introduced that enhances survival or detects the disease in more people, and the net effect is an apparent
increase in prevalence. It may be difficult to convince some people that a program is successful if the prevalence of the
disease that is the target of the program actually increases. However, this clearly occurs when death is prevented and the
disease is not cured.

We have said that prevalence is not a measure of risk. If so, why bother to estimate prevalence? Prevalence is an important
and useful measure of the burden of disease in a community. For example, how many people in the community have
arthritis? Thisinformation might help us to determine, for example, how many clinics are needed, what types of rehabilitation
services are needed, and how many and what types of health professionals are needed. Prevalence is therefore valuable for
planning health services. When we use prevalence, we also want to make future projections and anticipate the changes that
are likely to take place in the disease burden. However, if we want to look at the cause, or etiology, of disease, we must
explore the relationship between an exposure and the risk of disease, and to do this, we need incidence rates.

Nevertheless, prevalence data may at times be very useful—they may be suggestive if not confirmatory in studies of the
etiology of certain diseases. For example, asthma is a disease of children for which incidence is difficult to measure because
the exact time of the beginning of the disease (its inception) is often hard both to define and to ascertain. For this reason,
when we are interested in time trends and geographic distribution of asthma, prevalence is the measure most frequently
used. Information on prevalence of asthma is often obtained from self-reports such as interviews or questionnaires. Figure 3-
15 shows current asthma prevalence in children up to 17 years of age, by state in the United States for 2001-2005. Current
asthma prevalence was based on two questions: “Has a doctor or other health professional ever told you that (child's name)
had asthma?” and “Does (child's name) still have asthma?” Overall, prevalence was highest in the northeastern states. The
explanation for this observation is not entirely clear. Although adverse climate and polluted air may be implicated, other factors
may also play a role in the high asthma prevalence in the northeast, such as more complete ascertainment of cases in the
medical care system and higher asthma prevalence in Puerto Rican children who are concentrated in this region.
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Figure 3-15 Current asthma prevalence in children ages 0 to 17 years of age, by state, annual average for 2001-2005. (From Akinbami LJ: The state of childhood
asthma, Uhited States, 1980-2005. Advance data from vital and health statistics, No. 381, Hyattsville, MD, National Center for Health Statistics, 2006.)

Another example of the value of prevalence data is seen in Figure 3-16 . One of the most significant and challenging public
health problems today in the United States and in other developed countries is thedramatically increasing prevalence of
obesity. Obesity is associated with significant morbidity and mortality and is a risk factor for diseases such as hypertension,
type 2 diabetes, coronary disease, and stroke. In this figure, prevalence of obesity by state is shown for each of four years:
1990, 1995, 2000, and 2005. The trend over time is grim: In 1990, all reporting states reported obesity prevalence data below
15%. By 2005, all but four states had prevalence estimates above 20%; 17 states reported a prevalence of obesity equal to or
greater than 25% and three of these states (Louisiana, Mississippi, and West Virginia) reported obesity prevalence over 30%.

N
Y

‘Dﬂo[}ata [Clto%  [10%-1a% [5%-19% [ J20%-24% [ 25%-29% .asn%|

Figure 3-16 Trends in prevalence in obesity, by state, United States, 1990, 1995, 2000, and 2005 based on self reported height and weight. Obesity was defined by
BM (body mass index = 30, or “30 Ibs overweight for a 5 4” person). (Adapted from Centers for Disease Control and Prevention, based in part on data from the
Behavioral Risk Factor Surveillance System, wwwcdc.govnccdphp/dnpa/obesity/trend/maps/index. htm@' . Also see CDC: State-specific prevalence of obesity
among adults, Uhited States, 2005. MMWR 55[36]:985-988, 2006.)

One limitation of these data is that they are based on self-reported heights and weights given by respondents by telephone. In
this study, the participants were classified according to their body mass index (BMI), which is defined as a person's weight in
kilograms divided by the square of the person's height in meters (BMI = weight (kg)/height[2][meters 2]). ABMI of 25 or greater
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is categorized as overweight and a BMI of 30 or greater as obese. Survey respondents, especially in telephone surveys, have
been reported to understate their weights, overstate their heights, or both, leading to an artificially low BMI. The result is an
underestimation of obesity prevalence based on BMI so that the true prevalence of obesity by state is probably higher than
that seen in Figure 3-16 . Given the trends described above and seen in Figure 3-16 , an enormous public health effort and
commitment will be needed to reverse this steadily worsening public health problem.

Table 3-2 lists some possible sources of morbidity statistics. Each has its limitations, primarily because most of these
sources are not established for research purposes. Therefore, they may be characterized by incomplete or ambiguous data
and, at times, may only refer to a highly selected population that may not be representative of the population to which we
would like to generalize the findings.

TABLE 3-2 -- Some Sources of Morbidity Statistics
1. Disease reporting—communicable diseases, cancer registries

2. Data accumulated as a by-product of insurance and prepaid medical care plans
a. Group health and accident insurance

Prepaid medical care plans

State disability insurance plans

Life insurance companies

Hospital insurance plans—Blue Cross

0o a0

Railroad Retirement Board
3. Tax-financed public assistance and medical care plans
a. Public assistance, aid to the blind, aid to the disabled
b. State or federal medical care plans
c. Armed Forces
d. \Veterans Administration

Hospitals and clinics

Absenteeism records—industry and schools

Pre-employment and periodic physical examinations in industry and schools
Case-finding programs

Records of military personnel

© 0o N O A

Morbidity surveys on population samples (e.g., National Health Survey, National Cancer Surveys)

Problems with Incidence and Prevalence Measurements
Problems with Numerators

The first problem is defining who has the disease. One example demonstrates this problem; rheumatoid arthritis (RA) is often
a difficult disease to diagnose, and when such a diagnostic difficulty arises, expert groups are often convened to develop sets
of diagnostic criteria. Two sets of diagnostic criteria for RAare those of the New York Rheumatism Association and the
American Rheumatism Association ( Table 3-3 ). Figure 3-17 shows the results of a survey conducted in Sudbury,
Massachusetts, using both sets of criteria. We see that the prevalence estimate is significantly affected by the set of criteria
that is used.

TABLE 3-3 -- Criteria for Rheumatoid Arthritis
Rights were not granted to include this content in electronic media. Please refer to the printed book.
From O'Sullivan JB, Cathcart ES: The prevalence of rheumatoid arthritis. Ann Intern Med 76:573, 1972.
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Figure 3-17 Percent of population with a diagnosis of rheurratoid arthritis. New York criteria versus American RheumatismAssociation (ARA) criteria, Sudbury,
Massachusetts, 1964. (Adapted from O—Sullivan JB, Cathcart ES: The prevalence of rheumatoid arthritis: Follow-up evaluation of the effect of criteria on rates in
Sudbury, Massachusetts. Ann Intern Med 76:573-577, 1972.)

More recently, a cohort of 1,879 men and women 65 years of age and older who were enrolled in the Canadian Study of
Health and Aging (CSHA) were examined. [1] The proportion who were given a diagnosisof dementia using six commonly
used classification systems was calculated. Depending on which diagnostic system was used, the proportion of subjects
with dementia varied from 3.1% to 29.1% ( Fig. 3-18 ). This marked variation in prevalence estimates has important potential
implications both for research and for the provision of appropriate health services. When the results of any morbidity survey
are reported, it is essential that the precise definition used for a case be clearly specified. The decision as to which definition
to use is not always simple. Often it will largely depend on the specific purpose for which a given survey has been conducted.
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Figure 3-18 Nurrber of people with and prevalence (%) of dementia in the Canadian Study of Health and Aging cohort (n=1,879) as diagnosed by different
classification systers. The various abbreviations refer to commonly used diagnostic menuals for medical conditions. (Data from Erkinjuntti T, @stbye T, Steenhuis
R, Hachinski V: The effect of different diagnostic criteria on the prevalence of dementia. N Engl J Med 337:1667-1774, 1997.)

The next issue relating to numerators is that of ascertaining which persons should be included in the numerator. How do we
find the cases? We can use regularly available data, or as discussed earlier in this chapter, we can conduct a study
specifically designed to gather data for estimating incidence or prevalence. In many such studies the data are obtained from
interviews, and some of the problems with interview data are listed in Table 3-4 .

TABLE 3-4 -- Possible Sources of Error in Interview Surveys
1. The respondent may have the disease, but may have no symptoms and may not be aware of the disease.

2. The respondent may have the disease and may have had symptoms, but may not have had medical attention and
therefore may not know the name of the disease.
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3. The respondent may have the disease and may have had medical attention, but the diagnosis may not have been made
or conveyed to the person or the person may have misunderstood.

4. The respondent may not accurately recall an episode of illness or events and exposures related to the iliness.

5. The respondent may be involved in litigation about the illness and may choose not to respond or may alter his or her
response.

6. The respondent may provide the information, but the interviewer may not record it or may record it incorrectly.
7. The interviewer may not ask the question he or she is supposed to ask or may ask it incorrectly.

8. The interviewer may be biased by knowing the hypothesis being tested and may probe more intensively in one group of
respondents than in another.

9. Problems of selection bias may occur, possibly including significant nonresponse rates.

Problems with Denominators

Many factors affect the denominators used. Selective undercounting of certain groups in the population may occur. For
example, young men in ethnic minority groups have been missed in many counts of the population. Frequently, we wish to
determine whether a certain group has a higher-than-expected risk of disease so that appropriate preventive measures can
be directed to that group. We are therefore interested in the rates of disease for different ethnic groups rather than just for the
population as a whole. However, there are different ways to classify people by ethnic group, such as by language, country of
origin, heritage, or parental ethnic group. When different studies use different definitions, comparison of the results is difficult.
What is most important in any study is that the working definition be clearly stated so that the reader can judge whether the
results are truly comparable.

In an earlier section we stated that for a rate to make sense, everyone in the group represented by the denominator must
have the potential to enter the group that is represented by the numerator. The issue is not a simple one. For example,
hysterectomy is one of the most commonly performed surgical procedures in the United States. This raises a question about
uterine cancer rates. For if we include women who have had hysterectomies in the denominator, clearly they are not at risk
for developing uterine cancer. Figure 3-19 shows uterine cancer incidence rates from Alameda County, California; both
uncorrected rates and rates corrected for hysterectomy are presented. We see that the corrected rates are higher. Why?
Because in the corrected rates women who have had hysterectomies are removed from the denominator. Consequently, the
denominator gets smaller and the rate increases. However, in this case the trend over time is not significantly changed
whether we use corrected or uncorrected rates.
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Figure 3-19 Age-adjusted uterine cancer incidence rates, corrected and uncorrected by hysterectony status, Alameda County, California. (From Lyon JL, Gardner

73 /466



JW: The rising frequency of hysterectomy: Its effect on uterine cancer rates. Am J Epidemiol 105:439-443, 1977.)

Problems with Hospital Data

Data from hospital records are one of the most important sources of information in epidemiologic studies. However, Table 3-5
lists some of the problems that arise in using hospital data for research purposes. First, hospital admissions are selective.
They may be selective on the basis of personal characteristics, severity of disease, associated medical conditions, and
admissions policies that vary from hospital to hospital. Second, hospital records are not designed for research but rather for
patient care. Records may be incomplete, illegible, or missing. The diagnostic quality of the records of hospitals, physicians,
and clinical services may differ. Thus, if wewant to aggregate patients from different hospitals, we may have problems of
comparability. Third, if we wish to calculate rates, we have a problem defining denominators, because most hospitals do not
have defined catchment areas—that is, areas that require that all persons in those areas who are hospitalized be admitted to
a particular hospital, and that none from outside the catchment area be admitted to that hospital.

TABLE 3-5 -- Some Limitations of Hospital Data
1. Hospital admissions are selective in relation to
a. Personal characteristics
b. Severity of disease
c. Associated conditions

d. Admission policies

2. Hospital records are not designed for research. They may be:
a. Incomplete, illegible, or missing

b. Variable in diagnostic quality

3. Population(s) at risk (denominator) is (are) generally not defined

On a lighter note, Table 3-6 lists some notes that were dictated by physicians for inclusion in their patients— medical records.

TABLE 3-6 -- Some Notes Dictated by Physicians for Inclusion in Patients' Medical Records
“Patient has two teenage children, but no other abnormalities.”

“On the second day the knee was better and on the third day it had completely disappeared.”
“Patient was alert and unresponsive.”

“When she fainted, her eyes rolled around the room.”

“Rectal examination revealed a normal size thyroid.”

“By the time he was admitted, his rapid heart had stopped, and he was feeling better.”

Relationship Between Incidence and Prevalence

We have said that incidence is a measure of risk and that prevalence is not, because it does not take into account the
duration of the disease. However, there is an important relationship between incidence and prevalence: in a steady-state
situation, in which the rates are not changing and in-migration equals out-migration, the following equation applies:

Prevalence = Incidence x Duration of disease

This is demonstrated in the following hypothetical example. Using chest x-rays, 2,000 persons are screened for tuberculosis:
1,000 are upper-income individuals from Hitown and 1,000 are lower-income individuals from Lotown ( Table 3-7 ). X-ray
findings are positive in 100 of the Hitown people and in 60 of the Lotown people. Can we therefore conclude that the risk of
tuberculosis is higher in Hitown people than in Lotown people? Clearly, we cannot, for what we are measuring with a chest x-
ray is the point prevalence of disease—we do not know how long any of the people with positive x-rays have had their disease
( Table 3-8 ). We could in fact consider a hypothetical scenario that might explain the higher prevalence in Hitown people that
is not related to any higher risk in Hitown people ( Table 3-9 ). We have said that prevalence = incidence x duration. Let us
assume that Lotown people have a much higher risk (incidence) of tuberculosis than Hitown people—20 cases/year in
Lotown people compared with 4 cases/year in Hitown people. But for a variety of reasons, such as poorer access to medical
care and poor nutritional status, Lotown people survive with their disease, on average, for only 3 years, whereas Hitown
people survive, on average, for 25 years. In this example, therefore, there is a higher prevalence in Hitown people than in
Lotown people not becausethe risk of disease is higher in Hitown people, but because affected Hitown people survive longer;
the prevalence of disease (incidence x duration) is therefore higher in Hitown people than in Lotown people.

TABLE 3-7 -- Hypothetical Example of Chest X-Ray Screening: I. Populations Screened and Numbers with Positive X-
Rays
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Screened Population Number with Positive X-Ray
1,000 Hitown 100
1,000 Lotown 60

TABLE 3-8 -- Hypothetical Example of Chest X-Ray Screening: Il. Point Prevalence
Screened Population Number with Positive X-Ray Point Prevalence per 1,000 Population
1,000 Hitown 100 100
1,000 Lotown 60 60

TABLE 3-9 -- Hypothetical Example of Chest X-Ray Screening: lll. Prevalence, Incidence, and Duration
Screened Population Point Prevalence per 1,000 Incidence (Occurrences/yr) Duration (yrs)
Hitown 100 4 25
Lotown 60 20 3
Prevalence = Incidence x Duration

Figure 3-20 shows the percent of all births in New Zealand that were extramarital from 1962 to 1979. Much concern was
expressed because of the apparent steady rise in extramarital births. However, as seen in Figure 3-21 , there had really been
no increase in the rate of extramarital births; there had been a decline in total births that was largely accounted for by a
decline in births to married women. The extramarital births, as a result, accounted for a greater percent of all births, even
though the rate of extramarital births had not increased.

Rights were not granted to include this content in
electronic media. Please refer to the printed book,

Figure 3-20 Percentage of births that w ere extramarital in New Zealand, 1962—1979, based on data fromthe Department of Statistics. (Adapted from Benfield J,
Kellstrom T: New Zealand ex-nuptial births and domestic purposes benefits in a different perspective. N Z Nurs J 74:28-31, 1981.)

Rights were not granted to include this content in
electronic media. Please refer to the printed book,
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Figure 3-21 Births to married and unmarried woren in New Zealand, 1965-1978, based on data fromthe Department of Statistics. (Adapted from Benfield J,
Kjellstrom T: New Zealand ex-nuptial births and domestic purposes benefits in a different perspective. N Z Nurs J 74:28-31, 1981.)

This example makes two points: First, a proportion is not a rate, and we shall return to this point in our discussion of mortality.
Second, birth can be viewed as an event, just as the development of disease is an event, and appropriate rates can be
computed. In discussing babies born with malformations, some people prefer to speak of the prevalence of malformations at
birth rather than the incidence of malformations at birth, because the malformation was clearly present (but often
unrecognized), even before birth. Furthermore, because some proportion of cases with malformations abort before birth, any
estimate of the frequency of malformations at birth is probably a significant underestimate of the true incidence. Hence, the
term “prevalence at birth” is often used.

Figure 3-22 shows breast cancer incidence rates in women by age and the distribution of breast cancer in women by age.
Ignore the bar graph for the moment, and consider the line curve. The pattern is one of continually increasing incidence with
age, with a change in the slope of the curve between ages 45 and 50 years. This change is observed in many countries. It
has been suggested that something happens near the time of menopause, and that premenopausal and postmenopausal
breast cancer may be different diseases. Note that, even in old age, the incidence or risk of breast cancer continues to rise.
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Figure 3-22 Breast cancer incidence rates in w hite women and distribution of cases by age. (Data from Cutler SJ, Young Jr JL: Third National Cancer Survey:
Incidence data. Natl Cancer Inst Monogr 41, 1975.)

Now let us look at the histogram—the distribution of breast cancer cases by age. If the incidence is increasing so
dramatically with age, why are only fewer than 5% of the cases occurring in the oldest age group of women? The answer is
that there are very few women alive in that age group, so that even though they have the highest risk of breast cancer, the
group is so small that they contribute only a small proportion of the total number of breast cancer cases seen at all ages. The
fact that so few cases of breast cancer are seen in this age group has contributed to a false public impression that the risk of
breast cancer is low in this group and that mammography is therefore not important in the elderly. This is a serious
misperception. The need to change public thinking on this issue is a major public health challenge. We therefore see the
importance of recognizing the distinction between the distribution of disease or the proportion of cases, and the incidence
rate or risk of the disease.

Spot Maps

One approach to examining geographic or spatial differences in incidence is to plot the cases on a map, with each point
representing a case. Figure 3-23 shows a spot map for rheumatic fever in Baltimore from 1960 to 1964. Rheumatic fever
was frequently observed in this period, and as seen on the map, the cases clustered in the inner city, consistent with the
often-made observation that rheumatic fever is strongly associated with low socioeconomic status. It should be pointed out
that such a clustering seen on a spot map does not demonstrate a higher incidence in the area of the cluster. For if the
population also clusters in this area, the rate in the area of the clustermay be no different from that elsewhere in the city.
However, a spot map may offer important clues to disease etiology that can then be pursued with more rigorous studies.

76/ 466



Figure 3-23 Spot map of residence distribution of patients with rheunatic fever, ages 5 to 19 years, hospital-ized for first attacks, Baltimore, 1960-1964.
(Reprinted from Gordis L, Lilienfeld A, Rodriguez R: Studies in the epidemiology and preventability of rheumatic fever: I. Demographic factors and the incidence of
acute attacks. J Chronic Dis 21:645-654, 1969. Copyright 1969, with kind permission from Elsevier Science Ltd.)

Figure 3-24 shows such a spot map for 1977 to 1981. By this time, rheumatic fever had become almost nonexistent in
Baltimore, although there had not been any concerted program specifically aimed at eradicating the disease.

Rights were not granted to include this content in
electronic media. Please refer to the printed book,

Figure 3-24 Spot mep for patients with rheumatic fever, ages 5 to 19 years, hospitalized for first attacks in Baltinore, 1977-1981. (Reproduced with permission.
From Gordis L: The virtual disappearance of rheumatic fever in the Uhited States: Lessons in the rise and fall of disease. Circulation 72:1155-1162, 1985.
Copyright 1985, American Heart Association.)

Clustering, the phenomenon shown by spot maps, is often reported. Residents of a community may report apparent clusters
of cancer deaths in children. For example, in Woburn, Massachusetts, a cluster of cases of childhood leukemia was reported
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and attributed to industrial contamination. [2] This cluster led to action in the courts.[3] However, many apparent clusters are
due only to chance, and an important epidemiologic challenge is to investigate such groups of cases and rule out an
environmental etiology for what appears to be a greater-than-expected proximity of cases of a disease in time and space.

Copyright ©2009 Elsevier Inc. All rights reserved. - wwmdconsult.com
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SURVEILLANCE

Surveillance is a fundamental role of public health. Surveillance may be carried out to monitor changes in disease frequency
or to monitor changes in prevalence of risk factors. Much of our information about morbidity and mortality from disease
comes from programs of systematic disease surveillance. Surveillance is most frequently conducted for infectious diseases,
but in recent years it has become increasingly important in monitoring changes in other types of conditions such as
congenital malformations, cancer, asthma, and chemical poisoning and for injuries and illnesses after natural disasters such
as hurricanes or earthquakes. Surveillance is also used to monitor for completeness of vaccination coverage and protection
of a population and for the prevalence of drug-resistant organisms such as drug-resistant tuberculosis and malaria.

The Centers for Disease Control and Prevention (CDC) defined epidemiologic surveillance as the “ongoing systematic
collection, analysis, and interpretation of health data essential to the planning, implementation, and evaluation of public health
practice closely integrated with the timely dissemination of these data to those who need to know.” 4]

An important element of this as well as other definitions of surveillance is providing decision-makers with guidance for
developing and implementing the best strategies for programs for disease prevention and control. In order to enable countries
or states to develop coordinated public health approaches, mechanisms for information exchange are essential.
Consequently, standardized definitions of disease and diagnostic criteria are needed that can be applied in different countries.
The forms used for reporting must also be standardized.

Surveillance can be of two types: passive or active. Passive surveillance denotes surveillance in which either available data
on reportable diseases are used or reporting is mandated or requested with the responsibility for the reporting often falling on
the health care provider or district health officer. The completeness and quality of the data reported thus largely depend on
this individual and his or her staff who often take on this role without additional funds or resources. As a result, under-reporting
and lack of completeness of reporting are likely; to minimize this problem, the reporting instruments must be simple and brief.
When passive reporting is used, local outbreaks may be missed because the relatively small number of cases often
ascertained (numerator for incidence) become diluted within a large denominator of a total population of a province or country.
However, a passive reporting system is relatively inexpensive and relatively easy to develop initially. In addition, as many
countries have systems of passive reporting for a number of reportable diseases that are generally infectious, passive
reporting allows for inter-national comparisons that can identify areas that urgently need assistance in confirming new cases
and in providing appropriate interventions for control and treatment.

Active surveillance denotes a system in which project staff make periodic field visits to health care facilities such as clinics
and hospitals to identify new cases of a disease or diseases or deaths from the disease that have occurred (case finding).
Active surveillance may involve interviewing physicians and patients, reviewing medical records, and, in developing countries
and rural areas, surveying villages and towns to detect cases either on a routine basis or after an index case has been
reported. Reporting is generally more accurate when it is active than when it is passive because active surveillance is
conducted by individuals who have been specifically employed to carry out this responsibility. This is in contrast to passive
surveillance in which those expected to report new cases are often overburdened by their primary responsibilities of providing
health care and administering health services. For them, filing reports is an additional burden that they often view as
peripheral to their main responsibilities. With active reporting, local outbreaks are generally identified. However, active
reporting is more expensive to maintain than passive reporting and is often more difficult to develop initially.

Surveillance in developing countries may present additional problems. For example, areas in need of surveillance may be
difficult to reach, and it may be difficult to maintain communication from such areas to the central authorities who must make
policy decisions and allocate the resources necessary for follow-up and disease control and prevention. Furthermore,
definitions of disease used in developed countries may at times be inappropriate or unusable in developing countries because
of a lack of the laboratory and other sophisticated resources needed for full diagnostic evaluation of suspected cases. The
result may therefore be an under-reporting of observed clinical cases.

Surveillance is of great value in many settings. Figure 3-25 shows trends in incidence of thyroid cancer in children in Belarus,
Ukraine, and Russia from 1986 to 1994 following the explosion in the Chernobyl reactor. [5] The highest incidence rates were
found in the most contaminated areas—Gomel in southern Belarus and parts of northern Ukraine. However, a problem in
interpreting such data is the possibility that the observed increase could be due to intensive screening following the accident,
which could have identified tumors that would otherwise not have been detected. However, there is now general agreement
that the observed increase in thyroid cancer in children and adolescents in areas exposed to Chernobyl fallout is, in fact, real.
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Figure 3-25 Trends of incidence of childhood thyroid cancer in Belarus, Ukraine and Russia, 1986—1994. (From Bard D, Verger F, Hubert P: Chernobyi, 10 years
after: Health consequences. Epidemiol Rev 19:187-204, 1997.)

Surveillance may also be carried out to assess changes in levels of environmental risk factors for disease. For example,
monitoring levels of particulate air pollution or atmospheric radiation may be conducted, particularly after an accident has
beenreported, such as the explosion at the Three Mile Island nuclear reactor. Such monitoring may give an early warning
about a possible rise in rates of disease associated with that environmental agent. Thus, surveillance for changes in either
disease rates or levels of environmental risk factors may serve as a measure of the severity of the accident and point to
possible directions for reducing such hazards in the future.

Copyright ©2009 Elsevier Inc. All rights reserved. - wwmdconsult.com
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QUALITY OF LIFE

Most diseases have a major impact on the afflicted individual above and beyond mortality. Diseases that may not be lethal
may be associated with considerable suffering and disability. For this reason, it is also important to consider the impact of a
disease as measured by its effect on a person's quality of life, even though such measures are not, in fact, measures of
disease occurrence. For example, it is possible to examine the extent to which patients with arthritis are compromised by the
illness in carrying out activities of daily living. Aithough considerable controversy exists about which quality-of-life measures
are most appropriate and valid, there is general agreement that such measures can be reasonably used to plan short-term
treatment programs for groups of patients. Such patients can be evaluated over a period of months to determine the effects
of the treatment on their self-reported quality of life. Quality-of-life measures have also been used for establishing priorities for
scarce health care resources. Although prioritization of health care resources is often primarily based on mortality data,
quality of life must also be taken into account for this purpose because many diseases are chronic and non-life-threatening.
Patients may place different weights on different quality-of-life measures depending on differences in personality, cultural
background, education, and moral and ethical values. As a result, measuring quality of life and developing valid indices that
are useful for obtaining comparative data in different patients and in different populations remain major challenges.

Copyright © 2009 Elsevier Inc. All rights reserved. - ww.mdconsult.com

81 /466



Gordis: Epidemiology, 4th ed.
Copyright © 2008 Saunders, An Inprint of Bsevier

CONCLUSION

In this chapter, we have reviewed different approaches to measuring morbidity. We have seen that a rate involves
specification of a numerator, a denominator of people at risk, and time—either explicitly or implicitly. We have discussed the
importance of these morbidity indices in surveillance for human disease, which is one of the major uses of epidemiology. In
the next chapter, we will turn to measures of mortality. In Chapter 5, we discuss how we use screening and diagnostic tests
to identify individuals who are ill (who are included in the numerator) and distinguish them from those in the population who
are not ill. In Chapter 18 , we discuss how epidemiology is used for evaluating screening programs.

Copyright ©2009 Elsevier Inc. All rights reserved. - wwmdconsult.com
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REVIEW QUESTIONS FOR CHAPTER 3

1. At aninitial examination in Oxford, Mass., migraine headache was found in 5 of 1,000 men aged 30 to 35 years and
in 10 of 1,000 women aged 30 to 35 years. The inference that women have a two times greater risk of developing
migraine headache than do men in this age group is:

a. correct

b. incorrect, because a ratio has been used to compare male and female rates
c. incorrect, because of failure to recognize the effect of age in the two groups
d. incorrect, because no data for a comparison or control group are given

e. incorrect, because of failure to distinguish between incidence and prevalence

2. Aprevalence survey conducted from January 1 through December 31, 2003, identified 1,000 cases of schizophrenia
in a city of 2 million persons. The incidence rate of schizophrenia in this population is 5/100,000 persons each year.
What percent of the 1,000 cases were newly diagnosed in 2003?

3. Which of the following is an advantage of active surveillance?
a. requires less project staff
b. s relatively inexpensive to employ
c. more accurate due to reduced reporting burden for health care providers
d. relies on different disease definitions to account for all cases
e. reporting systems can be developed quickly
4. What would be the effect on age-specific incidence rates if women with hysterectomies were excluded from the

denominator of calculations, assuming that there are some women in each age group who have had
hysterectomies?

a. the rates would remain the same

b. the rates would tend to decrease

c. the rates would tend to increase

d. the rates would increase in older groups and decrease in younger groups
e. it cannot be determined whether the rates would increase or decrease

5. Asurvey was conducted among the nonhospitalized adult population of the United States during 1988 through 1991.
The results from this survey are shown below.

Age Group Persons with Hypertension (%)

18-29 years 4
30-39 years 10
4049 years 22
50-59 years 43
60-69 years 54
70 and older 64

The researchers stated that there was an age-related increase in the risk of hypertension in this population. You
conclude that the researchers— interpretation:

a. s correct

is incorrect because it was not based on rates

is incorrect because incidence rates do not describe risk
is incorrect because prevalence is used

o a0 T

is incorrect because the calculations are not age-adjusted

Questions 6 and 7 use the information below:

Population of the city of Atlantis on March 30, 2003 = 183,000

No. of new active cases of TB occurring between January 1 and June 30, 2003 = 26
No. of active TB cases according to the city register on June 30, 2003 = 264

6. The incidence rate of active cases of TB for the 6-month period was:
a. 7 per 100,000 population
b. 14 per 100,000 population
c. 26 per 100,000 population
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d. 28 per 100,000 population
e. 130 per 100,000 population

7. The prevalence rate of active TB as of June 30, 2003, was:
a. 14 per 100,000 population

130 per 100,000 population

144 per 100,000 population

264 per 100,000 population

none of the above

a0 vT
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Chapter 4 — Measuring the Occurrence of Disease: Il. Mortality

You do not die from being born, nor from having lived, nor from old age. You die from something.... There
is no such thing as a natural death: Nothing that happens to a man is ever natural, since his presence
calls the world into question. All men must die: but for every man his death is an accident and, even if he
knows it and consents to it, an unjustifiable violation.

—Simone de Beauvoir, writing of her mother's death, in A Very Easy Death [1]

Mortallity is of great interest for several reasons. First of all, death is the ultimate experience that every human being is
destined to have. Death is clearly of tremendous importance to each person including questions of when and how death will
occur and whether there is any way to delay it. From the standpoint of studying disease occurrence, expressing mortality in
quantitative terms can pinpoint differences in the risk of dying from a disease between people in different geographic areas
and subgroups in the population. Mortality rates can serve as measures of disease severity, and can help us to determine
whether the treatment for a disease has become more effective over time. In addition, given the problem that often arises in
identifying new cases of a disease, mortality rates may serve as surrogates for incidence rates when the disease being
studied is a severe and lethal one. This chapter will address the quantitative expression of mortality and the uses of such
measures in epidemiologic studies.

MEASURES OF MORTALITY

Figure 4-1 shows the number of cancer deaths up to the year 2000 in the United States. Clearly, the number of people dying
from cancer is seen increasing significantly through the year 2000, but from this graph, we cannot say that the risk of dying
from cancer is increasing, because the only data that we have in this graph are numbers of deaths (numerators); we do not
have denominators (populations at risk). If, for example, the size of the U.S. population is also increasing at the same rate,
the risk of dying from cancer does not change.
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Figure 4-1 Trend in nunbers of cancer deaths observed in the United States in the early and nid 20th century and forecast to the year 2000. (Data fromthe
American Cancer Society,)

For this reason, if we wish to address the risk of dying, we must deal with rates. Figure 4-2 shows mortality rates for several
types of cancer in men from 1930 to 2003. The most dramatic increase is in deaths from lung cancer. This increase is clearly
of epidemic proportions and, tragically, lung cancer is a preventable cause of death. Fortunately, since the mid 1990s, lung
cancer mortality has declined, paralleling earlier decreases in smoking among men. Other cancers are also of interest.
Mortality from prostate cancer also peaked in the mid 1990s, and has declined since. Cancers of the colon and rectum have
declined over many years. The rate of death from stomach cancer has declined dramatically since 1930, although the
precise explanation is not known. It has been suggested that the decline may be the result of the increased availability of
refrigeration, which decreased the need to smoke foods and thereby decreased human exposure to carcinogens produced in
the smoking process. Another possible cause is improved hygiene, which may have reduced the incidence of Helicobacter
pylori infections which have been implicated in the etiology (or cause) of stomach cancer.
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Figure 4-2 Cancer death rates for meles, United States, 19302003 (age-adjusted to the 2000 U.S. standard population). (From Jemal A Siegel R, Ward E, et al:
Cancer statistics, 2007. CA Cancer J Clin 57:43-66, 2007.)

Figure 4-3 shows a similar presentation for cancer mortality in women for the period 1930 to 2003. Breast cancer mortality
remained at essentially the same level for many years but has declined since the early 1990s until 2003. It would be desirable
to study changes in the incidence of breast cancer. Such a study is difficult, however, because with aggressive public
education campaigns encouraging women to have mammograms and perform breast self-examination, many breast
cancers may be detected today that might have gone undetected years ago. Nevertheless, available evidence suggests that
the true incidence of breast cancer in women may have increased for many years and decreased from 2001 to 2003.
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Figure 4-3 Cancer death rates for fermales, United States, 19302003 (age-adjusted to the 2000 U.S. standard population). *Uterine cancer rates are for uterine
cervix and corpus conrbined. (FromJemal A, Siegel R, Ward E, et al: Cancer statistics, 2007. CA Cancer J Clin 57:43-66, 2007.)
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Uterine cancer mortality has declined, perhaps because of earlier detection and diagnosis. Lung cancer mortality in women
has increased, and lung cancer has exceeded breast cancer as a cause of death in women. Lung cancer is now the leading
cause of cancer death in women. It is a tragedy that an almost completely preventable cause of cancer that is precipitated by
a lifestyle habit, cigarette smoking, which has been voluntarily adopted by many women, is the main cause of cancer death in
women in the United States.

We may be particularly interested in mortality relating to age. Figure 4-4 shows death rates from cancer and from heart
disease for people younger than 85 and for those 85 or older. Cancer is the leading cause of death in men and women
younger than 85 years, but above age 85, heart disease clearly exceeds cancer as a cause of death.

340 7 Younger than B5 Years 8000 - 85 and Older
320 A
300 4 7000
280 ] Heart Disease
260 + Heart Disease 6000
§ 240 |
s E
s 220 |
g il Cancer
> 180
d 4000
% 160 -
§ 10
& 120 -
100 -
80 - 1 Cancer
Go ] .f—-—ﬁ
40 1000
20 : e
um'll- .I-Ill'l'i-llll'l-l Dm":lll[:'l-l_l'l:‘l'l'l_l
5558883382288 ¢8¢3¢8 GEcfzagaceiasgs
Year of Death Year of Death

Figure 4-4 Death rates fromcancer and heart disease for ages younger than 85 and 85 or older (age-adjusted to the 2000 U.S. standard population). (From Jemal
A Siegel R, Ward E et al: Cancer statistics, 2007. CA Cancer J Clin 57:43-66, 2007. Based on data from U.S. Mortality Public Use Data Tapes, 1960 to 2003,
National Center for Health Statistics, Centers for Disease Control and Prevention, 2006.)

Figure 4-5 shows the causes of death worldwide for children younger than 5 years. Six causes accounted for 73% of the 10.6
million deaths each year: pneumonia, diarrhea, malaria, neonatal pneumonia or sepsis, preterm delivery, and asphyxia at
birth. Over half of all child deaths under 5 years were accounted for by the four communicable disease categories.
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Figure 4-5 Mgjor causes of death in children younger than age 5 years and in neonates (yearly average for 2000-2003). (From Bryce J, Boschi-Pinto C, Shibuya
K Black RE: WHO estimates of the causes of death in children. Lancet 365:1147-1152, 2005.)

Mortality Rates

How is mortality expressed in quantitative terms? Let us examine some types of mortality rates. The first is the annual death
rate, or mortality rate, from all causes:
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Annual mortality rate for all causes
(per 1,000 population) =

Total no. of deaths from all causes in 1 year

%1,000

No. of persons in the population at midyear

Note that because the population changes over time, the number of persons in the population at midyear is generally used as
an approximation.

The same principles mentioned in the discussion of morbidity apply to mortality: for a mortality rate to make sense, anyone in
the group represented by the denominator must have the potential to enter the group represented by the numerator.

We may not always be interested in a rate for the entire population; perhaps we are interested only in a certain age group, in
men or in women, or in one ethnic group. Thus, if we are interested in mortality in children younger than 10 years, we can
calculate a rate specifically for that group:

Annual mortality rate from all causes
for children younger than 10 years of age
(per 1,000 population) =

No. of deaths from all causes in one year

in children younger than 10 years of age
nc are :.'. ic.t ‘JL 50 loi X],{J[][]

No. of children in the population
younger than 10 years of age at midyear

Note that in putting a restriction, on age, for example, the same restriction must apply to both the numerator and the
denominator, so that every person in the denominator group will be at risk for entering the numerator group. When a
restriction is placed on arate, it is called a specific rate. This, then, is an age-specific mortality rate.

We could also place a restriction on a rate by specifying a diagnosis, and thus limit the rate to deaths from a certain disease,
that is, a disease-specific or a cause-specific rate. For example, if we are interested in mortality from lung cancer, we would
calculate it in the following manner:

Annual mortality rate from lung cancer
(per 1,000 population) =

No. of deaths from lung cancer in one year

s . : - % 1,000
No. of persons in the population at midyear

We can also place restrictions on more than one characteristic simultaneously, for example, age and cause of death, as
follows:

Annual mortality rate from leukemia
in children younger than 10 years of age
(per 1,000 population) =

No. of deaths from leukemia in one year

in children younger than 10 vears of age
YOUTGET an 7 Years O A8C 1,000

No. of children in the population
younger than 10 years of age at midyear

Time must also be specified in any mortality rate. Mortality can be calculated over 1 year, 5 years, or longer. The period
selected is arbitrary, but it must be specified precisely.

Case-Fatality Rates
We must distinguish between a mortality rate and a case-fatality rate. A case-fatality rate is calculated as follows:
Case-fatality rate (percent) =
No. of individuals dying during a

specified period of time after disease
onset or diagnosis

x100

No. of individuals with the specified discase

In other words, what percentage of people diagnosed as having a certain disease die within a certain time after diagnosis?
What is the difference between case-fatality rate and mortality rate? In the mortality rate, the denominator represents the
entire population at risk of dying from the disease, including both those who have the disease and those who do not have the
disease (but who are at risk of developing the disease). In the case-fatality rate, however, the denominator is limited to those
who already have the disease. Thus, case-fatality is a measure of the severity of the disease. It can also be used to measure
any benefits of a new therapy: as therapy improves, the case-fatality rate would be expected to decline.

The numerator of a case-fatality rate should ideally be restricted to deaths from that disease. However, it is not always easy
to distinguish between deaths from that disease and deaths from other causes. For example, an alcoholic person may die in
a car accident; the death may or may not be related to alcohol intake.
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Let us look at a hypothetical example to clarify the difference between mortality and case-fatality ( Table 4-1 ).

TABLE 4-1 -- Comparison of Mortality Rate and Case-Fatality Rate
Assume a population of 100,000 people of whom 20 are sick with disease X, and in 1 year, 18 of the 20 die from disease X
X= 18 =0.00018.
The mortality rate in that year as a result of disease 100,000 , or 0.018% 100,000
=18 5
The case-fatality rate as a result og( T2 , or 90% 20

Assume that in a population of 100,000 persons, 20 have disease X. In one year, 18 people die from thatdisease. The
mortality is very low (.018%) because the disease is rare; however, once a person has the disease, the chances of his or her
dying are great (90%).

Proportionate Mortality

Another measure of mortality is proportionate mortality, which is not a rate. The proportionate mortality from cardiovascular
disease in the United States in 1999 is defined as follows:

Proportionate mortality from cardiovascular diseases in the e U.S. in 1999 (percent)=

Proportionate mortality from cardiovascular
diseases in the U.S. in 1999 (percent) =

No. of deaths from cardiovascular
diseases in the U.S. in 1999

Total deaths in the U.S. in 1999

In other words, of all deaths in the United States, what proportion was caused by cardiovascular disease? Figure 4-6 shows
proportionate mortality from heart disease by age group. In each age group, the full bar represents all deaths (100%), and
deaths from heart disease are indicated by the blue portion. We see that the proportion of deaths from heart disease
increases with age. However, this does not tell us that the risk of death from heart disease is also increasing. This is
demonstrated in the following examples.

80 -
40
20 4

<1 14 5-14 15—24 25—34 35-44 45-54 55-64 65-74 ?5—34 85+
Age (years)

Percent of All Deaths

Heart Disease m All Other Causes

Figure 4-6 Deaths fromheart disease as a percentage of deaths fromall causes, by age group, United States, 2001. (From National Institutes of Health. National
Heart, Lung, and Blood Institute. Morbidity and Mortality: 2004 Chart Book on Cardiovascular, Lung, and Blood Diseases. US Department of Health and Human
Services, Washington, DC, 2004.)

Table 4-2 shows all deaths and deaths from heart disease in two communities, Aand B. All-cause mortality in community Ais
twice that in community B. When we look at proportionate mortality, we find that 10% of the deaths in community Aand 20%
of the deaths in community B are due to heart disease. Does this tell us that the risk of dying from heart disease is twice as
high in community B as it is in A? The answer is no. For when the mortality rates from heart disease are calculated (10% of
30/1,000 and 20% of 15/1,000), we find that the mortality rates are identical.

TABLE 4-2 -- Comparison of Mortality Rate and Proportionate Mortality: I. Deaths from Heart Disease in Two
Communities

Community A Community B
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Mortality rate from all causes

Proportionate mortality from heart disease

Mortality rate from heart disease

30/1,000
10%
3/1,000

15/1,000
20%
3/1,000

If we observe a change in proportionate mortality from a certain disease over time, the change may be due not to changes in
mortality from that disease, but to changes in the mortality of some other disease. Let us consider a hypothetical example: In
Table 4-3 , we see mortality rates from heart disease, cancer, and other causes in a population in an early period and a later

period. First compare the mortality rates inthe two time periods: Mortality from heart disease doubled over time (from

40/1,000 to 80/1,000), but mortality rates from cancer and from all other causes (20/1,000) did not change. However, if we
now examine the proportionate mortality from each cause, we see that the proportionate mortality from cancer and from other
causes has decreased in the population, but only because the proportionate mortality from heart disease has increased.
Thus, if the proportion of one segment of the mortality “pie” increases, there will necessarily be a decrease in the proportion
of some other segment ( Fig. 4-7 ). Another view of this is seen in Figure 4-8 .

TABLE 4-3 -- Hypothetical Example of Mortality Rates and Proportionate Mortality in Two Periods

Heart disease
Cancer

All other causes
All deaths

EARLY PERIOD LATER PERIOD
Cause of Death Mortality Rate Proportionate Mortality Mortality Rate Proportionate Mortality
40/1,000 50% 80/1,000 66.7%
20/1,000 25% 20/1,000 16.7%
20/1,000 25% 20/1,000 16.7%
80/1,000 100% 120/1,000 100%

Early Period

causes
25%

All other

Heart
Disease
50%

Late Period

Disease
66.7%

Figure 4-7 Hypothetical exarrple of proportionate rmortality: Changes in proportionate nortality fromheart disease, cancer, and other causes fromthe early period to

the late period.

Rights were not granted to include this content in
electronic media. Please refer to the printed book.

Figure 4-8 Understanding proportionate nortality. (© Bill Keane, Inc. Reprinted with Special Permission of King Features Syndiicate.)
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As seen in the example in Table 4-4 , if all-cause mortality rates differ, cause-specific mortality rates can differ significantly,
even when the proportionate mortality is the same. Thus, these examples show that, although proportionate mortality can
give us a quick look at the major causes of death, it cannot tell us the risk of dying from a disease. For that, we need a
mortality rate.

TABLE 4-4 -- Comparison of Mortality Rate and Proportionate Mortality: Il. Deaths from Heart Disease in Two
Communities

Community A Community B
Mortality rate from all causes 20/1,000 10/1,000
Proportionate mortality from heart disease 30% 30%
Mortality rate from heart disease 6/1,000 3/1,000

Years of Potential Life Lost

In recent years, another mortality index, years of potential life lost (YPLL), has been increasingly used for setting health
priorities. YPLL is a measure of premature mortality, or early death. YPLL recognizes that death occurring in the same person
at a younger age clearly involves a greater loss of future productive years than death occurring at an older age. Two steps are
involved in this calculation: In the first step, for each cause, each deceased person's age at death is subtracted from a
predetermined age at death. In the United States, this predetermined “standard” age is usually 65 years. Thus, an infant dying
at 1 year of age has lost 64 years of life (65—1), but a person dying at 50 years of age has lost 15 years of life (65-50). Thus,
the younger the age at which death occurs, the more years of potential life are lost. In the second step, the “years of potential
life lost” for each individual are then added together to yield the total YPLL for the specific cause of death. When looking at
reports that use YPLL, it is important to note what assumptions the author has made, including what predetermined standard
age has been selected.

Figure 4-9 shows the years of potential life lost in the United States before age 65 years in 2004. The top bar shows the total
YPLL from all causes (100%), and the bars below show the individual YPLL from each leading cause of death, with the
percentage of YPLL from all causes for which it accounts. We see that the greatest single source of YPLL was unintentional
injury, which in the same year, was the fifth leading cause of death by its mortality rate (see Fig. 1-2 ). The discrepancy
between the ranking of death from unintentional injury by its YPLL and by its mortality rate results from the fact that injury is
the leading cause of death up to age 34 years and, therefore, it accounts for a large proportion of years of potential life lost.

Cause of Death YPLL Percent

All Causes 11,612,630 100.0%
Unintentional Injury 2,219,044 19.1%
Malignant Neoplasms 1,877,690 I 16.2%
Heart Disease 1,413,158 I 12.2%
Perinatal Period 922,191 7.9%
Suicide 687,395 Il 5.9%
Homicide 565,979 || 49%
Congenital Anomalies 486,853 l 4.2%

HIV 261,784  2.3%
Cerebrovascular 245,074 2.1%

Liver Disease 231,132 20%

All Others 2,702,330 | | 25.2%

Figure 4-9 Years of potential life lost (YPLL) before age 65, all races, both sexes, all deaths, United States, 2004. (Adapted from Centers for Disease Control and
Prevention. National Center for Injury Prevention and Control. Years of Potential Life Lost [YPLL] Reports, 1999-2004, webapp.cdc.gov/sasweb/ncipc/ypll 10.html

&

Figure 4-10 shows YPLL before age 65 years for children and adults younger than 20 years of age. We see that the YPLL
from injuries exceeds the effect of YPLL from congenital malformations and prematurity combined. Thus, if we want to have
an impact on YPLL in children and young adults, we should address the causes of injuries, half of which are related to motor
vehicles.
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Figure 4-10 Years of potential life lost (YPLL) before age 65 years anong children younger than 20 years frominjuries and other diseases, United States, 1986.
(Adapted from Centers for Disease Control and Prevention: Fatal injuries to children: Uhited States, 1986. MMWR 39: 442-451, 1990.)

Table 4-5 shows a ranking of causes of death in the United States for 1989 and 1990 by YPLL, together with cause-specific
mortality rates. By cause-specific mortality, human immunodeficiency virus (HIV) infection ranked tenth, but by YPLL, it
ranked sixth. This reflects the fact that a large proportion of HIV-related deaths occur in young persons.

TABLE 4-5 -- Estimated Years of Potential Life Lost (YPLL) Before Age 65 Years and Mortality Rates per 100,000
Persons, by Cause of Death, United States, 1989 and 1990

YPLL for Persons Dying YPLL for Persons Dying Cause-Specific Crude Death

Cause of Death (ICD-9 Codes) in 1989 in 1990 Rate, 1990
All causes (total) 12,339,045 12,083,228 861.9
Unintentional injuries (E800—E949) 2,235,335 2,147,094 37.3
Malignant neoplasms (140-208) 1,832,039 1,839,900 201.7
Suicide/homicide (E950-E978) 1,402,524 1,520,780 22.5
Diseases of the heart (390-398, 402, 1,411,399 1,349,027 289.0
404-429)
Congenital anomalies (740-759) 660,346 644,651 5.3
Human immunodeficiency virus 585,992 644,245 9.6
infection (042-044)
Prematurity (765, 769) 487,749 415,638 2.5
Sudden infant death syndrome (798) 363,393 347,713 2.2
Cerebrovascular disease (430—438) 237,898 244,366 57.9
Chronic liver disease and cirrhosis 233,472 212,707 10.2
(571)
Pneumonia/influenza (480—487) 184,832 165,534 31.3
Diabetes mellitus (250) 145,501 143,250 19.5
Chronic obstructive pulmonary disease 135,507 127,464 35.5
(490-496)

Data from Centers for Disease Control and Prevention: MMWR 41:314, 1992.

YPLL can assist in three important public health functions: establishing research and resource priorities, surveillance of
temporal trends in premature mortality, and evaluating the effectiveness of program interventions. [2]

Why Look at Mortality?

Mortality is clearly an index of the severity of a disease from both clinical and public health standpoints, but mortality can also
be used as an index of the risk of disease, as shown in Figures 4-2 and 4-3 [2] [3]. However, when a disease is mild and not
fatal, mortality is not a good index of incidence. Amortality rate is a good reflection of the incidence rate under two conditions:
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First, when the case-fatality rate is high (as in untreated rabies), and second, when theduration of disease (survival) is short.
Under these conditions, mortality is a good measure of incidence, and thus a measure of the risk of disease. For example,
cancer of the pancreas is a highly lethal disease: death generally occurs within a few months of diagnosis, and long-term
survival is rare. Thus, unfortunately, mortality from pancreatic cancer is a good surrogate for incidence of the disease.

Figures 4-11 and 4-12 show mortality trends in the United States from 1982 to 2000 for the leading causes of death in men
and in women, respectively, ages 25 to 44 years. Mortality from HIV infection increased rapidly in both sexes from 1982 to
1995, but decreased dramatically from 1995 to 1997, largely because of newly introduced, highly active antiretroviral therapy
as well as lifestyle changes resulting from public health education. Mortality in people aged 25 to 44 years continued to drop at
a slower rate through 2000. With the drop in mortality and the lengthening of the life span of many people with AIDS, the
prevalence of the disease has increased significantly.

Trends in Annual Rates of Death due to the 9 Leading Causes among
Men 25-44 Years Old, USA, 1987-2002
70 = —_— vn'r ntiona
60 4 —H—Hélalri‘discise

o -__‘._*-\-—;_,‘_.—"“-—*’_'_‘“-- ,_.._4—-—0""(‘ —s— S uicide

-2 = Cancer
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o3 —a—Chronic liver
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years, data for 1887-1508 were modified o account
@ for ICD-10 rules instead of ICD-9 rules. i

Figure 4-11 Annual death rates (per 100,000 population) for the leading causes of death anong men 25 to 44 years old, by year, 1987-2002. (For 1982 to 1986,
estimates were made because an International Gassification of Diseases [ICDI-9 code for HV did not yet exist. For 1999-2000, deaths were classified according to
ICD-10; for 1987-1998, ICD-10 rules were retroactively applied to deaths that were previously coded according to ICD-9 rules.) (Drawn from data prepared by
Richard M. Selik, MD, Division of HIVJAIDS Prevention, Centers for Disease Control and Prevention, 2003. wwecdc.govhivigraphics/mortalit. htm@ )

Trends in Annual Rates of Death due to the 9 Leading Causes among
Women 25-44 Years Old, USA, 1987-2002
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Figure 4-12 Annual death rates (per 100,000 population) for leading causes of death anong worren 25 to 44 years old, by year, 1987-2002. (See also Fig. 4-11.)
(Drawn from data prepared by Richard M. Selik, MD, Division of HIVVAIDS Prevention, Centers for Disease Control and Prevention, 2003.
wwwede.govhivigraphics/mortalit. htm@ )

Acomparison of mortality and incidence is seen in Figures 4-13 and 4-14 . Figure 4-13 shows ectopic pregnancy rates by
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year in the United States from 1970 to 1987. During this period, the rate per 1,000 reported pregnancies increased almost
fourfold. This increasehas been attributed to improved diagnosis and to increased frequency of pelvic inflammatory disease
resulting from sexually transmitted diseases. As seen in Figure 4-14 , however, death rates from ectopic pregnancy
decreased markedly during the same time period, perhaps as a result of earlier detection and increasingly prompt medical
and surgical intervention.

20
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Figure 4-13 Ectopic pregnancy rates (per 1,000 reported pregnancies), by year, United States, 1970-1987. (From Centers for Disease Control and Prevention:
MMWR 39:401, 1990.)
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Figure 4-14 Ectopic pregnancy death rates (per 10,000 ectopic pregnancies), by year, United States, 1970-1987. (From Centers for Disease Control and
Prevention: MMWR 39:403, 1990.)

Figure 4-15 presents interesting data on time trends in incidence and mortality from breast cancer in black women and white
women in the United States. Compare the time trends in incidence and mortality. What do these curves tell us about new
cases of breast cancer over time and survival from breast cancer? Compare the experiences of black women and white
women in regard to both inci-dence and mortality. How can we describe the differences, and what could be some of the
possible explanations?
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Figure 4-15 Breast cancer incidence and nortality: w hite women versus black worren. (From Ries LAG, Harkins D, Krapcho M, et al [eds]: Breast cancer delay-
adjusted incidence and mortality: White females vs. black females, 1975-2003. SEER Cancer Statistics Review 1975-2003, National Cancer Institute, Bethesda,
MD, 2006.)

Afinal example relates to reports in recent years that the incidence of thyroid cancer in the United States has been
increasing. One of two possible explanations is likely. The first explanation is that these reports reflect a true increase in
incidence that has resulted from increases in prevalence of risk factors for the disease. The second explanation is that the
reported increased incidence is only an increase in apparent incidence. It does not reflect any true increase in new cases but
rather an increase in thedetection and diagnosis of subclinical cases, because new diagnostic methods permit us to identify
small and asymptomatic thyroid cancers that could not be detected previously.

In order to distinguish between these two possible explanations, Davies and Welch studied changes in incidence and
mortality from thyroid cancer in the United States from 1973 to 2002. Figure 4-16 shows that during the period of the study,
the incidence rate of thyroid cancer more than doubled but during the same period, mortality from thyroid cancer remained
virtually unchanged.
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Figure 4-16 Thyroid cancer incidence and nortality, United States, 1973-2002. (From Davies L, Welch HG: Increasing incidence of thyroid cancer in the Uhited

States, 1973-2002. JAMA 295:2164-2167, 2006.)

Thyroid cancer is characterized by different histologic types, as seen in Figure 4-17 : at one extreme, papillary carcinoma has
the best prognosis and at the opposite extreme, poorly differentiated types—medullary and anaplastic—are generally the
most aggressive with poorest prognoses. The authors found that the increase in incidence of thyroid cancer was almost
entirely due to an increase in the incidence of papillary cancer ( Fig. 4-18 ). Within the papillary cancers, most of the increase
in this incidence was accounted for by the smallest size tumors ( Fig. 4-19 ). Thus, the authors found that 87% of the
increase in thyroid cancer incidence over a 30-year period was accounted for by an increase in the smallest sized papillary
cancers, tumors that have the best prognosis. Anumber of earlier studies have shown a high prevalence of previously
unrecognized, asymptomatic small papillary cancers at autopsy.

HISTOLOGIC TYPE

Papillary
Follicular

Poorly differentiated
(medullary/anaplastic)

Figure 4-17 Hstologic types of thyroid cancer and their prognoses.
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Figure 4-18 Trends in incidence of thyroid cancer by histologic type, United States, 1973-2002. (From Davies L, Welch HG: Increasing incidence of thyroid

cancer in the Lhited States, 1973-2002. JAMA 295:2164-2167, 2006.)
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Figure 4-19 Trends in incidence of papillary tunors of the thyroid, by size, United States, 1988-2002. (From Davies L, Welch HG: Increasing incidence of thyroid
cancer in the Uhited States, 1973-2002. JAMA 295:2164-2167, 2006).

If the increase in incidence is due to a true increase in occurrence of the disease, it would be likely to be reflected in
increased incidence of all histologic types. If, on the other hand, the increased incidence is due to the availability of more
refined diagnostic methods, we would expect to see an increase in the incidence of small tumors as the authors found in their
study. This is also consistent with the observation that overall thyroid cancer mortality was stable.

Problems with Mortality Data

Most of our information about deaths comes from death certificates. A death certificate is shown in Figure 4-20 . By
international agreement, deaths are coded according to the underlying cause. The underlying cause of death is defined as
“the disease or injury which initiated the train of morbid events leading directly or indirectly to death or the circumstances of
the accident or violence which produced the fatal injury.”[3] Thus, the death certificate from which Figure 4-21 is taken would
be coded as a death from chronic ischemic heart disease, the underlying cause, which is always found on the lowest line
used in part | of item 23 of the certificate. The underlying cause of death therefore “excludes information pertaining to the
immediate cause of death, contributory causes and those causes that intervene between the underlying and immediate
causes of death.”[4] As pointed out by Savage and coworkers, [5] the total contribution of a given cause of death may not be
reflected in the mortality data as generally reported; this may apply to a greater extent in some diseases than in others.
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Figure 4-20 Death certificate for the state of Maryland. (Courtesy of the State of Maryland Department of Health and Mental Hygiene.)
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Figure 4-21 Exanple of a conpleted cause-of-death section on a death certificate, including immediate and underlying causes and other significant conditions.

Countries and regions vary greatly in the quality of the data provided on their death certificates. Studies of validity of death
certificates compared with hospital and autopsy records generally find higher validity for certain diseases, such as cancers,

than for others.

Deaths are coded according to the International Classification of Diseases (ICD), now in its tenth revision. Because coding
categories and regulations change from one revision to another, any study of time trends in mortality that spans more than
one revision must examine the possibility that observed changes could be due entirely or in part to changes in the ICD. In
1949, mortality rates from diabetes showed a dramatic decline in both men and women ( Fig. 4-22 ). However, any euphoria
that these data might have caused was short-lived; analysis of this drop indicated that it occurred at a time of change from
the 7th revision to the 8th revision of the ICD. Prior to 1949, the policy was that any death certificate that included mention of
diabetes anywhere be coded as a death from diabetes. After 1949, only death certificates on which the underlying cause of
death was listed as diabetes were coded as a death from diabetes. Hence, the decline seen in Figure 4-22 was artifactual.
Whenever we see a time trend of an increase or a decrease in mortality, the first question we must ask is, “Is it real?”
Specifically, when we look at trends in mortality over time, we must ask whether any changes took place in how death
certificates were coded during the period being examined and whether these changes could have contributed to changes

observed in mortality during the same period.

99/ 466



Kumbar of Cases (10008}

RATE PER (00,000 PORULATION

150 — -

WHITE

30

ENEREREEN

I S I

1930

1940 1550 1960

Figure 4-22 Drop in death rates for diabetes anong 55- to 64-year-old men and worren, United States, 1930-1960, due to changes in ICD coding. (From US Public
Health Service publication No. 1000, series 3, No. 1. Washington, DC, US. Government Printing Office, 1964.)

Changes in the definition of disease can also have a significant effect on the number of cases of the disease that are reported
or that are reported and subsequently classified as meeting the diagnostic criteria for the disease. In early 1993, a new
definition of AIDS was introduced; as shown in Figure 4-23 , this change resulted in a rapid rise in the number of reported
cases. With the new definition, even after the initial peak, the number of reported cases remained higher than it had been for

several years.
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Figure 4-23 AIDS cases by quarter year of report, United States, 1984-2000. (From Centers for Disease Control and Prevention. Summary of notifiable diseases,
Uhited States, 2000. MMWR 49:86, 2000; and Centers for Disease Control and Prevention: Summary of notifiable diseases, Uhited States, 1993 MMWR 45:68,

1993,
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In discussing morbidity in Chapter 3 , we said that everyone in the group represented by the denominator must be at risk to
enter the group represented by the numerator, and we looked at uterine cancer incidence rates as an example. The same
principle regarding numerator and denominator applies to mortality rates. Figure 4-24 shows a similar set of observations for
mortality rates from uterine cancer. Once again, correcting for hysterectomy reduces the number of women in the
denominator and thus increases the mortality rate. In a lighter vein, Table 4-6 lists some causes of death that were listed on
death certificates early in the 20th century.
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Figure 4-24 Age-adjusted uterine cancer nortality rates, corrected and uncorrected by hysterectony status, Alameda County, California. (From Lyon JL, Gardner
JW: The rising frequency of hysterectomy: Its effect on uterine cancer rates. Am J Epidemiol 105:439-443, 1977.)

TABLE 4-6 -- Some Causes of Death That Were Reported on Death Certificates in the Early 1900s
“Died suddenly without the aid of a physician”

“Amother died in infancy”

“Deceased had never been fatally sick’
“Died suddenly, nothing serious”

“Went to bed feeling well, but woke up dead”

Copyright ©2009 Elsevier Inc. All rights reserved. - ww.mdconsult.com

101 / 466



Gordis: Epidemiology, 4th ed.
Copyright © 2008 Saunders, An Inprint of Bsevier

COMPARING MORTALITY IN DIFFERENT POPULATIONS

An important use of mortality data is to compare two or more populations, or one population in different time periods. Such
populations may differ in regard to many characteristics that affect mortality, of which age distribution is the most important. In
fact, age is the single most important predictor of mortality. Therefore, methods have been developed for comparing mortality
in such populations while effectively holding constant characteristics such as age.

Table 4-7 shows data that exemplify the problem. Mortality rates for white and black residents of Baltimore in 1965 are given.
The data may seem surprising because we would expect rates to have been higher for blacks, given the problems
associated with poorer living conditions and less access to medical care, particularly at that time. When we look at Table 4-8 ,
we see the data from Table 4-7 on the left, but now we have added data for each age-specific stratum (layer) of the
population. Interestingly, although in each age-specific group, mortality is higher in blacks than in whites, the overall mortality
(also called crude or unadjusted mortality) is higher in whites than in blacks. Why is this so? This is a reflection of the fact
that in both whites and blacks, mortality increases markedly in the oldest age groups; older age is the major contributor to
mortality. However, the white population in this example is older than the black population, and in 1965, there were few blacks
in the oldest age groups. Thus, in whites, the overall mortality is heavily weighted by high rates in the oldest age groups. The
overall (or crude) mortality rate in whites is increased by the greater number of deaths in the large subgroup of older whites,
but the overall mortality rate in blacks is not increased as much because there are fewer deaths in the smaller number of
blacks in the older age groups. Clearly, the crude mortality reflects both differences in the force of mortality, and differences in
the age composition of the population. Let us look at two approaches for dealing with this problem: direct and indirect age
adjustment.

TABLE 4-7 -- Crude Mortality Rates by Race, Baltimore City, 1965
Race Mortality per 1,000 Population

White 14.3
Black 10.2

TABLE 4-8 -- Death Rates by Age and Race, Baltimore City, 1965
DEATH RATES BY AGE PER 1,000 POPULATION
Race AllAges <1yr 14yr 517yr 1844yr 45-64yr >65yr
White 143 239 0.7 04 25 15.2 69.3
Black 102 313 16 0.6 4.8 22.6 75.9

From Department of Biostatistics: Annual Vital Statistics Report for Maryland, 1965. Baltimore, Maryland State Department of
Health, 1965.

Direct Age Adjustment

Tables 4-9 through 4-11 [9] [10] [11] show a hypothetical example of direct age adjustment. Table 4-9 shows mortality in a
population in two different periods. The mortality rate is considerably higher in the later period. These data are supplemented
with age-specific data in Table 4-10 . Here, we see three age groups, and age-specific mortality for the later period is lower in
each group. How, then, is it possible to account for the higher overall mortality in the later period in this example?

TABLE 4-9 -- AHypothetical Example of Direct Age Adjustment: I. Comparison of Total Death Rates in a Population at
Two Different Times

EARLY PERIOD LATER PERIOD
Population Number of Deaths Death Rate per 100,000 Population Number of Deaths Death Rate per 100,000
900,000 862 96 900,000 1,130 126

TABLE 4-10 -- AHypothetical Example of Direct Age Adjustment: ll. Comparison of Age-Specific Death Rates in Two
Different Time Periods

EARLY PERIOD LATER PERIOD
Age Group Number of Death Rates per Number of Death Rates per
(yr) Population Deaths 100,000 Population Deaths 100,000
All ages 900,000 862 96 900,000 1,130 126
3049 500,000 60 12 300,000 30 10
50-69 300,000 396 132 400,000 400 100
70+ 100,000 406 406 200,000 700 350
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TABLE 4-11 -- AHypothetical Example of Direct Age Adjustment: lll. Carrying Out an Age Adjustment Using the Total of
the Two Populations as the Standard

“Early” Age-specific Expected Number of “Later” Age-specific = Expected Number of
Age Group Standard Mortality Rates per  Deaths Using “Early” Mortality Rates per Deaths Using “Later”

(yr) Population 100,000 Rates 100,000 Rates

All ages 1,800,000

3049 800,000 12 96 10 80
50-69 700,000 132 924 100 700
70+ 300,000 406 1,218 350 1,050
Total number of deaths 2,238 1,830
expected in the standard

population:

Age- “Barly” =— 228 1243 “Later” = —280__y017

adjusted : 1,800,000 1,800,000

rates:

The answer lies in the changing age structure of the population. Mortality is highest in the oldest age groups, and during the
later period, the size of the oldest group doubled from 100,000 to 200,000, whereas the number of young people declined
substantially, from 500,000 to 300,000. We would like to eliminate this age difference and, in effect, ask: If the age
composition of the populations were the same, would there be any differences in mortality between the early period and the
later period?

In direct age-adjustment, a standard population is used in order to eliminate the effects of any differences in age between two
or more populations being compared ( Table 4-11 ). Ahypothetical “standard” population is created to which we apply both the
age-specific mortality rates from the early period and the age-specific mortality rates from the later period. By applying
mortality rates from both periods to a single standard population, we eliminate any possibility that observed differences could
be a result of age differences in the population. (In this example, we have created a standard by adding the populations from
the early and the later periods, but any population could have been used.)

By applying each age-specific mortality rate to the population in each age group of the standard population, we derive the
expected number of deaths that would have occurred had those rates been applied. We can then calculate the total number
of deaths expected in the standard population had the age-specific rates of the early period applied and the total number of
deaths expected in the standard population had the age-specific rates of the later period applied. Dividing each of these two
total expected numbers of deaths by the standard population, we can calculate an expected mortality rate in the standard
population if it had had the mortality experience of the early period and the expected mortality rate for the standard population
if it had had the mortality experience for the later period. These are called age-adjusted rates, and they appropriately reflect
the decline seen in the age-specific rates. Differences in age-composition of the population are no longer a factor.

In this example the rates have been adjusted for age, but adjustment can be carried out for any characteristic such as sex,
socioeconomic status, or race, and techniques are also available to adjust for multiple variables simultaneously.

Let us look at an example of direct age adjustment using real data. 5] When mortality in the United States and in Mexico was
compared for 1995 to 1997, the crude mortality rate for all ages in the United States was 8.7 per 1,000 population and in
Mexico only 4.7 per 1,000 population. But for each age group, the age-specific mortality rate was higher in Mexico than in the
United States (aside from the over 65 group in which the rates were similar). Could the considerably higher crude mortality
rate in the United States be due to the fact that there is a difference in the age distributions of the two populations, in that the
U.S. population has a greater proportion of older individuals than does the population in Mexico?

In order to eliminate the possibility that the differences in mortality between the United States and Mexico could have been due
to differences in the age structure of the two populations, we need to control for age. Therefore, we select a standard
population and apply both the age-specific mortality rates from the United States and from Mexico to the same standard
population. As seen in Table 4-12 , when we examine the age-adjusted rates using the mortality rates from the United States
and from Mexico, we find that the age-adjusted rate in the United States is 5.7 per 1,000, lower than that in Mexico (6.4/1,000).
Thus, the higher crude rate observed in the United States was due to the older age of the U.S. population.

TABLE 4-12 -- An Example of Direct Age Adjustment: Comparison of Age-adjusted Mortality Rates in Mexico and in the
United States, 19951997

Age Age-specific Mexico Expected Numbers of  Age-specific United  Expected Numbers of
Group Standard Mortality Rates per Deaths Using Mexico States Mortality Rates Deaths Using United
(yr) Population 100,000 Rates per 100,000 States Rates

All 100,000

ages

<1 2,400 1,693.2 41 737.8 18

14 9,600 1125 11 38.5 4
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5-14 19,000 36.2 7 21.7 4
15-24 17,000 1029 17 90.3 15
2544 26,000 209.6 55 176.4 46
45-64 19,000 8411 160 702.3 133
65+ 7,000 4,967.4 348 5,062.6 354
Total numbers of deaths expected in the 639 574
standard population

Mexico - 639 _ 639 United States = 74 _ 574
Age-adjusted rates: 100,000 1,000 100,000 1,000

From Analysis Group, Pan American Health Organization Special Program for Health Analysis: Standardization: A classic
epidemiological method for the comparison of rates. Epidemiol Bull 232(3):9—-12, 2002.

Although age-adjusted rates can be very useful in making comparisons, the first step in examining and analyzing comparative
mortality data should always be to carefully examine the age-specific rates for any interesting differences or changes. These
may be hidden by the age-adjusted rates, and they may be lost if we proceed immediately to age adjustment.

Age-adjusted rates are hypothetical because they involve applying actual age-specific rates to a hypothetical standard
population. They do not reflect the true mortality risk of a “real” population because the numerical value of an age-adjusted
death rate depends on the standard population used. Selection of such a population is somewhat arbitrary because there is
no “correct” standard population, but it is generally accepted that the “standard” should not be markedly different from the
populations that are being compared with regard to age or whatever the variable is for which the adjustment is being made. In
the United States, for more than 50 years, the 1940 U.S. population was regularly used as the standard population for age
adjustment for most purposes, but in recent years, this population was increasingly considered outdated and incompatible
with the older age structure of the U.S. population. Beginning with 1999 mortality statistics, the U.S. population in the year
2000 replaced the 1940 population as the standard population for adjustment.

The change in standard population to the year 2000 U.S. population will have some significant effects. [7] For example, there
will be increases in age-adjusted mortality rates for causes in which risk increases significantly with age. For example, age-
adjusted death from cerebrovascular diseases (stroke) is 26.7 deaths per 100,000 using the 1940 standard, but it is 63.9 per
100,000 using the 2000 standard. Cancer mortality will increase using the 2000 population standard compared to when an
earlier population is used as a standard because more people are surviving into older ages, when many of the leading types
of cancer are more common. Rates for heart disease, chronic obstructive lung disease, diabetes, kidney disease, and
Alzheimer's disease will be similarly affected because age-specific death rates for all these conditions are higher in older age
groups.

Age-adjusted rates of cancer are higher in blacks compared to whites in the United States, but the differential between blacks
and whites will be less with the 2000 population standard than with the earlier standard population. Thus, the change to the
year 2000 U.S. population as the standard complicates comparisons of age-adjusted rates before and after 1999 because
many of the rates before 1999 were calculated using the 1940 standard population, but the rates from 1999 and on are being
calculated using the year 2000 population as the new standard.

Indirect Age Adjustment (Standardized Mortality Ratios)

Indirect age adjustment is often used when numbers of deaths for each age-specific stratum are not available. It is also used
to study mortality in an occupationally exposed population: Do people who work in a certain industry, such as mining or
construction, have a higher mortality than people of the same age in the general population? Is an additional risk associated
with that occupation?

To answer the question of whether a population of miners has a higher mortality than we would expect in a similar population
that is not engaged in mining, the age-specific rates for such a known population, such as all men of the same age, are
applied to each age group in the population of interest. This will yield the number of deaths expected in each age group in the
population of interest, if this population had had the mortality experience of the known population. Thus, for each age group,
the number of deaths expected is calculated, and these numbers are totaled. The numbers of deaths that were actually
observed in that population are also calculated and totaled. The ratio of the total number of deaths actually observed to the
total number of deaths expected, if the population of interest had had the mortality experience of the known population, is then
calculated. This ratio is called the standardized mortality ratio (SMR).

The SMR is defined as follows:

Observed no. of deaths per year

SMR = = g
Expected no. of deaths per year

Let us look at the example in Table 4-13 . In a population of 534,533 white male miners, 436 deaths from tuberculosis
occurred in 1950. Is this mortality experience from tuberculosis greater than, less than, or about the same as that expected in
white men of the same ages in the general population? For each age-specific group of white miners, we take the age-specific
mortality rate from the general population (expected) and ask, “How many deaths would we expect in these white miners if
they had the same mortality experience as white men in the same age group in the general population?” These data are listed
in column 3. Column 4 shows the actual number of deaths observed in the miners.
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TABLE 4-13 -- Computation of a Standardized Mortality Ratio (SMR) for Tuberculosis, All Forms (TBC), for White
Miners Ages 20 to 59 Years, United States, 1950

Estimated Death Rate (per 100,000) for Expected Deaths from TBC in White Observed Deaths
Population for  TBC in Males in the General Miners if They Had the Same Risk as the fromTBC in White
Age White Miners Population General Population Miners
(yr) (1) (2 (3=(1)%(2) (4
20 74,598 12.26 9.14 10
—24
25 85,077 16.12 13.71 20
-29
30 80,845 21.54 17.41 22
-34
35 148,870 33.96 50.55 98
—44
45 102,649 56.82 58.32 174
—54
55 42,494 75.23 31.96 112
-59
Totals 534,533 181.09 436
SMR = Observed deaths t:or an occupation — cause — race group %100
Expected deaths for an occupation — cause — race group
SMR(for 20-59-yr-olds) = 56 100 =241
181.09

Adapted from Vital Statistics: Special Reports. Washington, DC, Department of Health, Education, and Welfare, vol 53(5), 1963.

The SMR is calculated by totaling the observed number of deaths (436) and dividing it by the expected number of deaths
(181.09), which yields a result of 2.41. Multiplication by 100 is often done to yield results without decimals. If this were done in
this case, the SMR would be 241. An SMR of 100 indicates that the observed number of deaths is the same as the expected
number of deaths. An SMR greater than 100 indicates that the observed number of deaths exceeds the expected number,
and an SMR less than 100 indicates that the observed number of deaths is less than the expected number.

The Cohort Effect

Table 4-14 shows age-specific death rates from tuberculosis per 100,000 persons in Massachusetts from 1880 to 1930. (For
this discussion, we will ignore children ages 0 to 4 years, because tuberculosis in this age group is a somewhat different
phenomenon.) If, for example, we then read down the column in the table (the data for a given calendar year) for 1910, it
appears that tuberculosis mortality peaks when people reach their 30s or 40s and then declines with advancing age. Such a
view of the data, by year, is called a cross-sectional view.

TABLE 4-14 -- Age-specific Death Rates per 100,000 from Tuberculosis (All Forms), Males, Massachusetts, 1880—1930
YEAR

Age (yr) 1880 1890 1900 1910 1920 1930

04 760 578 309 309 108 41

59 43 49 31 21 24 N

10-19 126 115 90 63 49 21

2029 444 361 288 207 149 81

30-39 378 368 296 253 164 115

4049 364 336 253 253 175 118

50-59 366 325 267 252 171 127

6069 475 346 304 246 172 95

70+ 672 396 343 163 127 95
Data from Frost WH: The age selection for mortality from tuberculosis in successive decades. J Hyg 30:91-96, 1939.

Actually, however, the picture of tuberculosis risk is somewhat different ( Table 4-15 ). Aperson who was 10 to 19 years of
age in 1880 was 20 to 29 years of age in 1890, and 30 to 39 years of age in 1900. In other words, persons who were born in a
certain year are moving through time together. We can now examine the mortality over time of the same cohort (i.e., a group
of people who share the same experience), born in the same 10-year period. Looking at people who were 0 to 9 years of age
in 1880 and following them over time, as indicated by the boxes in the table, it is apparent that peak mortality actually
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occurred at a younger age than it would seem to have occurred from the cross-sectional view of the data. When we examine
changes in mortality over time, we should always ask whether any apparent changes that are observed could be the result of
such a cohort effect.

TABLE 4-15 -- Age-specific Death Rates per 100,000 from Tuberculosis (All Forms), Males, Massachusetts, 1880-1930

YEAR
Age (yr) 1880 1890 1900 1910 1920 1930
0-4 760 578 309 309 108 41
59 43 49 31 21 24 1
10-19 126 115 90 63 49 21
20-29 444 361 788 207 149 81
30-39 378 368 296 253 164 115
40-49 364 336 253 253 175 118
50-59 366 325 267 252 171

60-69 475 346 304 246 172 95
70+ 672 396 343 163 127 95

Data from Frost WH: The age selection for mortality from tuberculosis in successive decades. J Hyg 30:91-96, 1939.

Interpreting Observed Changes in Mortality

If we find a difference in mortality over time or between populations—either an increase or a decrease—it may be artifactual
or real. If it is an artifact, the artifact could result from problems with either the numerator or the denominator ( Table 4-16 ).
However, if we conclude that the change is real, what could be the possible explanation? Some possibilities are seen in Table
4-17 .

TABLE 4-16 -- Possible Explanations of Trends or Differences in Mortality: I. Artifactual
1. Numerator Errors in diagnosis
Errors in age
Changes in coding rules
Changes in classification
2. Denominator Errors in counting population